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ABOUT HEI

The Health Effects Institute is a nonprofit corporation chartered in 1980 as an independent research organization to provide high-quality, impartial, and relevant science on the effects of air pollution on health. To accomplish its mission, the Institute

- Identifies the highest-priority areas for health effects research;
- Competitively funds and oversees research projects;
- Provides intensive independent review of HEI-supported studies and related research;
- Integrates HEI’s research results with those of other institutions into broader evaluations; and
- Communicates the results of HEI’s research and analyses to public and private decision makers.

HEI typically receives balanced funding from the U.S. Environmental Protection Agency and the worldwide motor vehicle industry. Frequently, other public and private organizations in the United States and around the world also support major projects or research programs. HEI has funded more than 340 research projects in North America, Europe, Asia, and Latin America, the results of which have informed decisions regarding carbon monoxide, air toxics, nitrogen oxides, diesel exhaust, ozone, particulate matter, and other pollutants. These results have appeared in more than 260 comprehensive reports published by HEI, as well as in more than 2,500 articles in the peer-reviewed literature.

HEI’s independent Board of Directors consists of leaders in science and policy who are committed to fostering the public–private partnership that is central to the organization. The Research Committee solicits input from HEI sponsors and other stakeholders and works with scientific staff to develop a Five-Year Strategic Plan, select research projects for funding, and oversee their conduct. For this study, a special panel — HEI’s Low-Exposure Epidemiology Studies Oversight Panel — has worked with the Review Committee in project selection and oversight. The Review Committee, which has no role in selecting or overseeing studies, works with staff to evaluate and interpret the results of funded studies and related research. For this study, a special review panel — HEI’s Low-Exposure Epidemiology Studies Review Panel — is fulfilling this role.

All project results and accompanying comments by the Review Committee (or, in this case, the Low-Exposure Epidemiology Studies Review Panel) are widely disseminated through HEI’s website (www.healtheffects.org), printed reports, newsletters and other publications, annual conferences, and presentations to legislative bodies and public agencies.
ABOUT THIS REPORT

Research Report 211, Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution: Implementation of Causal Inference Methods, presents a research project conducted by Dr. Francesca Dominici of Harvard T.H. Chan School of Public Health, Boston, Massachusetts and her colleagues. The report contains three main sections.

The HEI Statement, prepared by staff at HEI, is a brief, nontechnical summary of the study and its findings; it also briefly describes the HEI Low-Exposure Epidemiology Studies Review Panel’s comments on the study.

The Investigators’ Report, prepared by Dominici and colleagues, describes the scientific background, aims, methods, results, and conclusions of the study.

The Commentary, prepared by the HEI Low-Exposure Epidemiology Studies Review Panel with the assistance of HEI staff, places the study in a broader scientific context, points out its strengths and limitations, and discusses remaining uncertainties and implications of the study’s findings for public health and future research.

This report has gone through HEI’s rigorous review process. When an HEI-funded study is completed, the investigators submit a draft final report presenting the background and results of the study. This draft report is first examined by outside technical reviewers and a biostatistician. The report and the reviewers’ comments are then evaluated by members of an independent Panel of distinguished scientists who are not involved in selecting or overseeing HEI studies. During the review process, the investigators have an opportunity to exchange comments with the Panel and, as necessary, to revise their report. The Commentary reflects the information provided in the final version of the report.
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HEI’s Program to Assess Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution

INTRODUCTION

Levels of ambient air pollution have declined significantly over the last few decades in North America, Europe, and in other developed regions. Despite the decreasing levels of air pollution, several large epidemiologic studies published in the early 2010s reported associations between adverse health effects and exposure to air pollution. These studies found associations between exposure to fine particulate matter (PM$_{2.5}$*) and mortality at levels below the then-current ambient air quality standards (e.g., Beelen et al. 2014a, b; Crouse et al. 2012; Hales et al. 2012; Preface Figure 1). In order to inform future risk assessment and regulation, it is important to confirm whether associations with adverse health effects continue to be observed as levels of air pollution decline still further. It is also important to better understand the shape of the exposure–response function at those low levels. Both issues remain major uncertainties in setting air quality standards.

The growing scientific evidence for effects at pollution levels below current air quality standards, the large overall estimates of the burden of disease attributable to air pollution, as well as the interest in reducing greenhouse gases, suggest that more stringent air quality standards and guidelines may be considered in the future. For these reasons, there was a need for additional investigation to improve our understanding of exposure–response function(s) for mortality and morbidity at low levels of PM$_{2.5}$, ozone (O$_3$), and other ambient air pollutants. Such studies would inform risk assessors and policy makers regarding exposure–response functions at levels of ambient air pollution currently prevalent in North America, Western Europe, and other high-income regions of the world.

In 2014, HEI issued RFA 14-3, Assessing Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution, to solicit studies to address these important questions. The main goals of the RFA were to (1) fund studies to assess health effects of long-term exposure to low levels of ambient air pollution, including all-cause and cause-specific mortality and morbidity. Such studies should analyze and evaluate exposure–response function(s) for PM$_{2.5}$ and other pollutants at levels currently prevalent in North America, Western Europe, and other high-income regions and may also address related questions about health effects at low levels of ambient air pollution; and (2) develop statistical and other methodology required for, and specifically suited to, conducting such research including, but not limited to, evaluation and correction of exposure measurement error.

Investigators were asked to pay particular attention to having sufficiently large cohorts and statistical power to detect associations should they exist; having the ability to test various potential confounders of any associations; and to developing exposure assessment approaches and statistical methodology to enable a robust examination of the associations.

Specifically, investigators were asked to propose studies to:

1. Compare and contrast alternative analytic models and their uncertainty. For example, compare threshold against nonthreshold models, linear against nonlinear models, and parametric against nonparametric models, to characterize

---

* A list of abbreviations and other terms appears at the end of this volume.
the exposure–response function(s) at low levels of ambient air pollution.

2. Explore possible variability in estimates of risk at low levels among populations and identify possible contributing factors. Such factors could include age, smoking, socio-economic position, health status, and access to medical care, as well as differences in air pollution sources and time–activity patterns.

3. Develop and evaluate exposure assessment methods suitable to estimate exposure to low levels of air pollution at various spatial and temporal scales in large study populations, including people who reside in areas not covered by routine ground-level monitoring.

4. Develop, evaluate, and apply statistical methods to quantify and correct for exposure measurement error in risk estimates and in characterization of exposure–response relationships.

5. Develop and validate approaches to assess the effects of co-occurring pollutants on any health effect associations at low ambient concentrations.

6. Develop and validate indirect approaches to correct risk estimates for the effects of important potential confounding variables, such as smoking, in the absence of such data at the individual level.

7. Improve techniques for record linkage and methods for disclosure protection for optimal use of large administrative databases in air pollution and health research.

STUDY SELECTION

HEI established an independent Low Exposure Epidemiology Oversight Panel — consisting of outside experts and HEI Research Committee members — to prepare RFA 14-3 and review all applications submitted in response (see Contributors’ page). Members of HEI’s Research Committees with any conflict of interest were recused from all discussions and from the decision-making process. The HEI Research Committee reviewed the Panel’s recommendations and recommended three studies for funding to HEI’s Board of Directors, which approved funding in 2015.

This Preface summarizes the three studies, HEI’s oversight process, and the review process for the Phase 1 reports.
OVERVIEW OF THE LOW EXPOSURE EPIDEMIOLOGY STUDIES

After a rigorous selection process, HEI funded three teams — led by Michael Brauer at the University of British Columbia, Canada; Francesca Dominici at the Harvard T.H. Chan School of Public Health, United States; and Bert Brunekreef at the University of Utrecht, the Netherlands — to investigate the health effects of exposure to low levels of air pollution in very large populations in Canada, the United States, and Europe, respectively (see Preface Table and Preface Figure 1). The studies included large population cohorts (with detailed individual information about potential confounders on all or a subset of the cohort) as well as large administrative databases with greater statistical power (albeit with less individual covariate information). Additionally, the three teams employed satellite data and ground-level exposure measurements, used high-quality exposure assessment models at high spatial resolutions, and set out to develop and apply novel statistical methods.

The three studies were expected to inform the scientific community and risk assessors and policy makers regarding exposure–response functions at levels of ambient air pollution currently prevalent in North America, Western Europe, and other developed regions. The full sets of analyses were expected to be completed in 2021 (see below).

CANADIAN STUDY (MICHAEL BRAUER ET AL.)

Brauer and colleagues proposed to assess the relationship between nonaccidental mortality and long-term exposure to low concentrations of PM$_{2.5}$ in four large population-based cohorts, including a careful characterization of the shape of the exposure–response function. The investigators used Canadian census data and had access to a nationally representative population of approximately 8.5 million Canadians (ages 25–90 yr) (Preface Figure 2). The Canadian team proposed developing hybrid models using primarily satellite data, as well as chemical transport models, land use variables, and routinely collected monitoring data for PM$_{2.5}$, as well as estimating exposures for NO$_2$ and O$_3$ for Canada and the United States during the period 1981–2016. Additionally, they planned to validate satellite data against ground-based monitors in Canada as part of the SPARTAN network (Snider et al. 2015).

**Preface Table.** HEI’s Research Program to Assess Adverse Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution

<table>
<thead>
<tr>
<th>Investigator (institution)</th>
<th>Study Title</th>
<th>Phase 1 Report</th>
<th>Final Report Published</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brunekreef, Bert (Utrecht University, the Netherlands)</td>
<td>Mortality and Morbidity Effects of Long-Term Exposure to Low-Level PM$_{2.5}$, BC, NO$_2$, and O$_3$: An Analysis of European Cohorts in the ELAPSE Project</td>
<td>None</td>
<td>HEI Research Report 208 (September 2021)</td>
</tr>
</tbody>
</table>
The exposure models were to be applied to estimate effects of air pollution exposure on all-cause and cause-specific mortality in four Canadian cohorts:

1. About 2.6 million subjects who completed the 1991 census long-form of the Canadian Census Health and Environment Cohorts (CanCHEC),
2. About 3.5 million subjects who completed the 1996 CanCHEC census long-form,
3. About 3.5 million subjects who completed the 2001 CanCHEC census long-form, and
4. About 540,000 subjects who participated in the Canadian Community Health Survey (CCHS) between 2001 and 2012, and reported individual-level risk factors, including smoking.

EUROPEAN STUDY (BERT BRUNEKREEF ET AL.)

Brunekreef and colleagues based their study on the European Study of Cohorts for Air Pollution Effects (ESCAPE), which started about a decade ago; its results have been published widely (e.g., Beelen et al. 2014a, b; Cesaroni et al. 2014; Eeftens et al. 2012a, b). In the current HEI-funded study, the investigators proposed to analyze pooled data from 10 ESCAPE cohorts (instead of the cohort-specific approach they used previously). In addition, they planned to use data from six large administrative cohorts to yield a total study population of approximately 28 million Europeans (Preface Figure 2). They proposed developing hybrid Europewide and location-specific exposure models that would utilize land use information, dispersion modeling, satellite data, ESCAPE monitoring data, and routinely collected monitoring data for PM$_{2.5}$, NO$_2$, O$_3$, and black carbon at high spatial resolution (residential address level; such detailed information is very difficult to obtain in the United States).

Brunekreef and colleagues proposed to investigate the following health outcomes: all-cause and cause-specific mortality, incidence of coronary and cerebrovascular events, and lung cancer incidence. The incorporation of ESCAPE cohorts with individual covariate information as well as very large administrative cohorts (albeit with less detailed information) will provide new insights into the merits of both approaches.
UNITED STATES STUDY (FRANCESCA DOMINICI ET AL.)

Dominici and colleagues proposed to evaluate Medicare and Medicaid data for a study population of approximately 60 million Americans (Preface Figure 2). They planned to develop hybrid exposure models that incorporate satellite data, chemical transport models, land use, and weather variables, and routinely collected monitoring data for PM$_{2.5}$ and its components, NO$_2$, and O$_3$, at high spatial resolution (1-km$^2$ grid) for the continental United States during the period 2000–2014. Exposure models were to be applied to estimate adverse health effects of air pollution in three cohorts:

1. Medicare enrollees (28.6 million elderly enrollees per year, 2000–2014);
2. Medicaid enrollees (28 million enrollees per year, 2010–2014); and
3. Medicare Current Beneficiary Survey enrollees (nationally representative sample of approximately 15,000 enrollees per year with rich individual-level risk factor information, including smoking).

Dominici and colleagues planned to analyze the following health outcomes: time to hospitalization by cause, disease progression (time to rehospitalization), and time to death. They proposed developing and applying new causal inference methods to estimate exposure–response functions to adjust for confounding and exposure measurement error. Additionally, they proposed developing tools for reproducible research including approaches for data sharing, record linkage, and statistical software.

STUDY OVERSIGHT

HEI’s independent Low Exposure Epidemiology Oversight Panel provided advice and feedback on the study designs, analytical plans, and study progress throughout the duration of the research program (see Contributors’ page).

Given the substantial challenges in conducting a systematic analysis to assess health effects of long-term exposure to low levels of ambient air pollution, HEI worked actively with the study teams to coordinate their efforts and ensure the maximum degree of comparable epidemiological results at the end of this research effort. To this end, HEI regularly held investigator workshops and site visits, among other activities. In addition, the studies were subject to HEI’s special quality assurance procedures that included an audit by an independent audit team (see www.healtheffects.org/research/quality-assurance).

REVIEW OF PHASE 1 AND FINAL (PHASE 2) REPORTS

To inform the ongoing review of the U.S. National Ambient Air Quality Standards (NAAQS) for PM$_{2.5}$ and O$_3$ during 2019–2020, HEI requested Phase 1 reports based on the research completed during the first two years of the Canadian and U.S. studies. Thus, the Phase 1 reports by Drs. Brauer and Dominici provided summaries of results to date, including those published in journal articles, with accompanying Commentaries by an independent Special Review Panel. These Phase 1 reports provided an opportunity to review the results to date and evaluate their strengths and weaknesses, a process normally performed after a study has been completed.

As is common for major research programs, HEI convened a Special Review Panel to independently review the Phase 1 reports by Drs. Brauer and Dominici. The Panel consists of seven experts in epidemiology, exposure assessment, and biostatistics (see Contributors’ page). The Panel also reviewed the final (Phase 2) reports of the three studies.

The three studies commenced in Spring 2016 and were completed at different times in 2020, with final reports published during 2021. In addition, further analyses, for example to compare approaches among the three teams, are ongoing and are expected to be completed at the end of 2021.
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Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution

BACKGROUND

The growing scientific evidence reporting effects of air pollution on health at concentrations below current air quality standards and the large burden of disease attributed to air pollution suggest that more stringent air quality standards and guidelines will likely be considered in the future. To improve our understanding of exposure–response functions for mortality and morbidity at low concentrations of PM$_{2.5}$, NO$_2$, O$_3$, and other ambient air pollutants, HEI issued RFA 14-3, Assessing Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution. Three studies based in the United States, Canada, and Europe were funded that used state-of-the-art exposure methods and large cohorts in high-income countries where ambient concentrations are generally low (i.e., lower than current air quality guidelines and standards for Europe and the United States). HEI convened an independent Low-Exposure Epidemiology Studies Review Panel to evaluate the studies’ strengths and weaknesses. This Statement highlights results from the study in the United States.

APPROACH

Dominici and colleagues aimed to address some of the knowledge gaps related to health effects of long-term exposures to low concentrations of air pollution using a cohort of 68.5 million older Americans enrolled in the U.S. Medicare program. Their approach included modeling spatial and temporal patterns of ambient air pollution, developing cutting-edge causal inference statistical models, describing risks to mortality associated with exposures in a very large dataset, and making the methods and data available to the wider scientific community. The study had four broad aims:

1. **Exposure Prediction and Data Linkage**
   Estimate long-term exposures to concentrations of ambient PM$_{2.5}$, O$_3$, and NO$_2$ at 1 km × 1 km spatial resolution for the contiguous United States in 2000–2016.

2. **Causal Inference Methods for Exposure–Response Functions**
   Develop a new causal inference framework to estimate a nonlinear exposure–response function, adjust for measured and unmeasured confounders, and detect effect modification in the presence of multiple exposures.

3. **Evidence of Adverse Health Effects**
   Apply methods developed in Aim 2, along with traditional regression approaches, to estimate all-cause mortality by year and zip code associated with long-term exposure to ambient air pollution for cohort participants. Individual-level data included the date of death (if applicable), age at year of Medicare entry, calendar year of entry, sex, race, ethnicity, zip code of residence, and Medicaid eligibility.

What This Study Adds

- This study evaluated the risk of mortality associated with exposure to low ambient air pollution concentrations in a cohort of 68.5 million older Americans.
- The investigators developed annual exposure models for fine particulate matter (PM$_{2.5}$), nitrogen dioxide (NO$_2$), and ozone (O$_3$) at a spatial resolution of 1 km × 1 km for the years 2000 to 2016 covering the contiguous United States.
- They presented results from three newly developed causal inference approaches and from two traditional regression approaches.
- The investigators reported increased risks of all-cause mortality of 6% to 8% per 10-µg/m$^3$ increase in PM$_{2.5}$ across the five approaches, with larger effect estimates in a low exposure subcohort.
- The consistency of the associations across methods provides stronger support than past studies for what is likely a causal effect between long-term exposure to PM$_{2.5}$ and mortality.
4. **Tools for Data Access and Reproducibility**

   Develop approaches for data sharing, record linkage, and statistical software to foster transparency and reproducibility of the work.

   The exposure model inputs included monitoring data from the U.S. EPA Air Quality System, satellite-derived aerosol optical depth, meteorological variables, land-use variables that represent local emissions and small-scale variations in concentrations (e.g., road density, elevation, and normalized difference vegetation index), and daily predictions from two chemical-transport models to simulate atmospheric components. The investigators assigned the predicted annual average exposures to cohort participants’ residential zip code for each year of follow-up.

   The causal inference approach used generalized propensity scores and attempted to mimic a randomized study. They applied three causal modeling approaches, namely matching, weighting, and adjustment. The propensity scores were estimated by modeling zip code-level exposures conditional on area-level risk factors, meteorological variables, and year and region. They also applied two traditional regression approaches, namely Cox and Poisson models. Throughout the study, they examined health effects for the entire cohort and for a subpopulation exposed to annual average PM$_{2.5}$ concentrations below or equal to 12 µg/m$^3$ during every year of follow-up (i.e., low exposure subcohort) in order to address the question of health effects below the current U.S. annual National Ambient Air Quality Standard for PM$_{2.5}$. They also performed additional analyses, using, for example, single- and multipollutant models.

**KEY RESULTS**

The investigators estimated that the mean PM$_{2.5}$ exposure for cohort participants was 9.8 µg/m$^3$, well below the current U.S. standard of 12 µg/m$^3$. The investigators reported consistent, statistically significant results for the five statistical approaches. Specifically, hazard ratios and 95% confidence intervals associated with a 10-µg/m$^3$ increase in PM$_{2.5}$ exposure were 1.07 (1.06, 1.07) for the Cox regression, 1.06 (1.06, 1.07) for the Poisson regression, 1.07 (1.05, 1.08) for general propensity score matching, 1.08 (1.07, 1.09) for score weighting, and 1.07 (1.06, 1.08) for score adjustment (see Statement Figure). The investigators found notably larger effect estimates with the low-exposure subcohort. For example, with Cox regression, they reported a hazard ratio of 1.37 (1.34, 1.40).

![Statement Figure. Associations between longer-term exposures to PM$_{2.5}$ and all-cause mortality among enrollees in the full Medicare cohort (left side) and low-exposure cohort (right side). Hazard ratios (calculated per 10-µg/m$^3$ increase in PM$_{2.5}$ exposure) and 95% confidence intervals were estimated using three causal inference approaches with generalized propensity scores (matching, weighting, and adjustment) and two traditional approaches (Cox and Poisson regression). (Source: Investigators’ Report Figure 6).]
In single-pollutant models, the investigators found evidence of increased risk of mortality associated with long-term PM$_{2.5}$ exposures across the range of annual average PM$_{2.5}$ concentrations between 2.8 and 17.2 µg/m$^3$, which included 98% of observations. The exposure–response function for PM$_{2.5}$ was almost linear at exposures below the current U.S. standard. They found evidence of a relationship between mortality and long-term NO$_2$ exposures at higher concentrations (associations at exposures below annual mean ≤53 ppb [approximately 100 µg/m$^3$] were nonlinear and statistically uncertain). Similarly, the exposure–response function for long-term O$_3$ exposures and mortality showed some evidence of increased risks at exposures higher than 45 ppb (approximately 88 µg/m$^3$), but the exposure–response function was almost flat at concentrations below that, showing no statistically significant effect. Generally, adjusting for the other two pollutants slightly attenuated the effects of PM$_{2.5}$ on mortality and slightly elevated the effects of NO$_2$ exposure; results for O$_3$ remained almost unchanged.

INTERPRETATION AND CONCLUSIONS

The HEI Low-Exposure Epidemiology Studies Review Panel concluded that this report presents a high-quality and thorough investigation into associations between risk of mortality and exposures to ambient air pollution in the United States. The finding of increased risks of all-cause mortality in the low exposure subcohort across the various analytical approaches increases the confidence that mortality is associated with long-term concentrations of PM$_{2.5}$ below the current U.S. standard. The investigators also reported adverse associations between O$_3$ and NO$_2$ with mortality, but not at the lowest concentrations.

The stronger effects reported in the low-exposure subgroup could be due in part to those in that group being more susceptible to the effects of exposure. For example, the low-exposure subcohort excluded participants in large areas of the Eastern United States and likely excluded most people in most major cities. Whereas the main analyses describe the risk for the elderly U.S. population as a whole, the low-exposure analyses to some extent describe the risk for those in smaller towns and rural areas (who tend to be of lower socioeconomic status, have poorer health behaviors, more limited access to health services, and have a higher prevalence of diabetes or other comorbidities that might also increase susceptibility to the effects of exposure).

Particularly strong aspects of this work included the use of an extremely large, national health cohort; relatively high-resolution annual mean exposure estimates for each year of follow-up; the development of novel approaches to causal modeling to assess the associations between air pollution exposure and mortality; and comparisons of results from these with results from traditional approaches. The evaluation of the nonlinearity in multipollutant models was an additional valuable contribution. The Panel appreciated that datasets and statistical codes have been made publicly available, thus facilitating transparency and reproducibility.

The Panel had concerns, however, about some of the approaches used, such as the quality of the exposure estimates in rural areas; the fact that all exposure estimates were aggregated to the zip code level of analysis; and the hybrid nature of the study design, which included covariates measured variously at the individual, zip code, and county level.

Ultimately, the major contribution of this study is that it found associations between exposure to low concentrations to PM$_{2.5}$ and mortality in a large cohort of older Americans, with larger effects at the lowest levels of exposure. The fact that the study produced findings using several different causal inference approaches that were generally consistent with each other and with those of previous studies strengthens confidence in the results.
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ABSTRACT

This report provides a final summary of the principal findings and key conclusions of a study supported by an HEI grant aimed at “Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution.” It is the second and final report on this topic. The study was designed to advance four critical areas of inquiry and methods development. First, it focused on predicting short- and long-term exposures to ambient fine particulate matter (PM$_{2.5}$*), nitrogen dioxide (NO$_2$), and ozone (O$_3$) at high spatial resolution (1 km x 1 km) for the continental United States over the period 2000–2016 and linking these predictions to health data. Second, it developed new causal inference methods for estimating exposure–response (ER) curves (ERCs) and adjusting for confounders. Third, it applied these methods to claims data from Medicare and Medicaid beneficiaries to estimate health effects associated with short- and long-term exposure to low levels of ambient air pollution. Finally, it developed pipelines for reproducible research, including approaches for data sharing, record linkage, and statistical software. Our HEI-funded work has supported an extensive portfolio of analyses and the development of statistical methods that can be used to robustly understand the health effects of short- and long-term exposure to low levels of ambient air pollution. Our Phase 1 report (Dominici et al. 2019) provided a high-level overview of our statistical methods, data analysis, and key findings, grouped into the following five areas: (1) exposure prediction, (2) epidemiological studies of ambient exposures to air pollution at low levels, (3) sensitivity analysis, (4) methodological contributions in causal inference, and (5) an open access research data platform. The current, final report includes a comprehensive overview of the entire research project.

Considering our (1) massive study population, (2) numerous sensitivity analyses, and (3) transparent assessment of covariate balance indicating the quality of causal inference for simulating randomized experiments, we conclude that conditionally on the required assumptions for causal inference, our results collectively indicate that long-term PM$_{2.5}$ exposure is likely to be causally related to mortality. This conclusion assumes that the causal inference assumptions hold and, more specifically, that we accounted adequately for confounding bias. We explored various modeling approaches, conducted extensive sensitivity analyses, and found that our results were robust across approaches and models. This work relied on publicly available data, and we have provided code that allows for reproducibility of our analyses.

Our work provides comprehensive evidence of associations between exposures to PM$_{2.5}$, NO$_2$, and O$_3$ and various health outcomes. In the current report, we report more specific results on the causal link between long-term exposure to PM$_{2.5}$ and mortality, even at PM$_{2.5}$ levels below or equal to 12 μg/m$^3$ and mortality among Medicare beneficiaries (ages 65 and older). This work relies on newly developed causal inference methods for continuous exposure.

For the period 2000–2016, we found that all statistical approaches led to consistent results: a 10-μg/m$^3$ decrease in PM$_{2.5}$ led to a statistically significant decrease in mortality rate ranging between 6% and 7% (= 1 − 1/hazard ratio [HR]) (HR estimates 1.06 [95% CI, 1.05 to 1.08] to 1.08 [95% CI, 1.07 to 1.09]). The estimated HRs were larger when studying the cohort of Medicare beneficiaries that were always exposed to PM$_{2.5}$ levels lower than 12 μg/m$^3$[1.23 [95% CI, 1.18 to 1.28] to 1.37 [95% CI, 1.34 to 1.40]].

Comparing the results from multiple and single pollutant models, we found that adjusting for the other two pollutants slightly attenuated the causal effects of PM$_{2.5}$ and slightly elevated the causal effects of NO$_2$ exposure on all-cause mortality. The results for O$_3$ remained almost unchanged.

* A list of abbreviations and other terms appears at the end of this volume.
We found evidence of a harmful causal relationship between mortality and long-term PM$_{2.5}$ exposures adjusted for NO$_2$ and O$_3$ across the range of annual averages between 2.77 and 17.16 μg/m$^3$ (included >98% of observations) in the entire cohort of Medicare beneficiaries across the continental United States from 2000 to 2016. Our results are consistent with recent epidemiological studies reporting a strong association between long-term exposure to PM$_{2.5}$ and adverse health outcomes at low exposure levels. Importantly, the curve was almost linear at exposure levels lower than the current national standards, indicating aggravated harmful effects at exposure levels even below these standards.

There is, in general, a harmful causal impact of long-term NO$_2$ exposures to mortality adjusted for PM$_{2.5}$ and O$_3$ across the range of annual averages between 3.4 and 80 ppb (included >98% of observations). Yet within low levels (annual mean ≤53 ppb) below the current national standards, the causal impacts of NO$_2$ exposures on all-cause mortality are nonlinear with statistical uncertainty.

The ERCs of long-term O$_3$ exposures on all-cause mortality adjusted for PM$_{2.5}$ and NO$_2$ are almost flat below 45 ppb, which shows no statistically significant effect. Yet we observed an increased hazard when the O$_3$ exposures were higher than 45 ppb, and the HR was approximately 1.10 when comparing Medicare beneficiaries with annual mean O$_3$ exposures of 50 ppb versus those with 30 ppb.

1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION

The United States Environmental Protection Agency (U.S. EPA) relies on Regulatory Impact Analyses (Stodden et al.) to shape the development of regulatory policies (U.S. Environmental Protection Agency 2020a). Regulatory Impact Analyses have historically relied on ERCs from epidemiological studies, such as the Harvard Six Cities study (Dockery et al. 1993) to estimate the health events that would be prevented by regulation-induced reductions in pollution exposures. However, given the increased interest in the development of methods for causal inference and their potential value in regulatory decisions, new statistical methods and new nationwide epidemiological studies are needed to estimate ERCs that are grounded in a causal inference framework to rigorously adjust for confounding and reduce modeling assumptions.

1.2. SPECIFIC AIMS OF THE RESEARCH PROPOSAL

In this section, we review and summarize the original specific aims of the project, titled “Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution,” which was awarded by HEI to a team at the Harvard T.H. Chan School of Public Health, with Francesca Dominici as the Principal Investigator (PI) and Antonella Zanobetti as the co-PI.

In late 2014, HEI issued a call for proposals (RFA 14-3) seeking studies to assess the health effects of long-term exposure to low levels of ambient air pollution with particular attention to (a) having sufficient size and statistical power to detect associations if they exist, (b) having the ability to test various potential confounders of these associations, and (c) exploring a variety of approaches to exposure assessment and statistical analysis to enable a robust examination of the associations.

Levels of ambient air pollution have declined significantly over the last few decades in North America, Europe, and other developed regions. Nonetheless, epidemiological studies continue to report associations of adverse health effects with air pollution even at these lower levels, and some recent studies have found associations at levels below current ambient air quality standards (Crouse et al. 2012; Hales et al. 2012; Shi et al. 2016). To inform future risk assessment and regulation, HEI committed funding (a) to confirm whether associations with adverse health effects continue to be observed as levels of air pollution decline further still and (b) to examine the shape of the ER function at those low levels; both are currently major uncertainties in air quality standards decisions.

As air pollution levels continue to decrease and regulatory actions become more costly, the quantification of the public health benefits of cleaner air become subject to increasing levels of scrutiny. Epidemiological analyses of claims data have provided strong evidence of air pollution adverse health effects, mostly using data from urban areas (Carey et al. 2013; Crouse et al. 2015; Krewski et al. 2009; Ostro et al. 2015; Turner et al. 2016). Yet prior to our study, significant gaps in knowledge existed, particularly about the health effects of long-term exposure to lower levels of air pollution. First, there were not many studies before ours that investigated the health effects of long-term air pollution in areas with sparse monitoring (Aim 1). Second, the estimation of health effects associated with long-term exposure to low levels of air pollution presents key methodological challenges, including the fact (1) that the estimation of an ER within a traditional regression framework does not have a causal interpretation and can be highly sensitive to model choice for both the shape of the ER and the adjustment for confounding, (2) that health effects estimation at low exposure levels might be affected by a different set of confounders than at high exposure levels, (3) that information on individual-level potential confounders is limited in administrative data, (4) that estimation of the ER must account for potentially larger exposure errors at lower levels, (5) that identification of effect modifiers is challenged by the large number of possibilities that cannot all be tested individually, and (6) that causal estimation of ER
in the context of multiple pollutants is virtually nonexistent in the literature. A rigorous treatment of all these statistical challenges, under a unifying causal inference framework, was necessary to investigate the health risks associated with exposure to low pollution levels and inform regulatory policy (Aim 2). Third, little was known about health effects at low pollution levels, not only mortality and morbidity outcomes, but also disease progression, particularly in highly susceptible populations, including children, the elderly, the disabled, pregnant women, and low-income adults (Aim 3). Fourth, methods for data sharing and reproducibility in air pollution epidemiology are of paramount importance, yet the scientific community has lacked tools to make them possible (Aim 4).

To overcome these challenges, our team structured our work around four specific aims:

1. **Aim 1. Exposure prediction and data linkage** — Apply and extend already developed and evaluated hybrid prediction models that use satellite, land use, emissions, ground monitoring, and weather data in conjunction with chemical transport models to estimate exposures to low levels of ambient \( \text{PM}_{2.5} \) mass and components as well as the gaseous air pollutants \( \text{O}_3 \) and \( \text{NO}_x \), at high spatial resolution (1 km × 1 km) for the continental United States during the period 2000–2016. Link these predictions to health data accounting for the misaligned nature of the data.

2. **Aim 2. Causal inference methods for estimating ER** — To estimate the whole ER by developing a new framework in Bayesian causal inference that is robust to model misspecification for confounding and to account for exposure error. Specifically, develop methods to (1) estimate a nonlinear ER while accounting for exposure error, (2) adjust for measured and unmeasured confounders, (3) adjust for confounding in the context of multiple exposures, and (4) detect effect modification when the multiplicity of possible modifiers precludes the testing of each one individually.

3. **Aim 3. Evidence on adverse health effects** — Apply methods developed in Aim 2 to estimate health effects associated with long-term exposure to low levels of ambient air pollution for three dynamic U.S. cohorts: Medicare beneficiaries (28.6 million per year, 2000–2016); Medicaid beneficiaries (28 million per year, including 12 million children and 7 million disabled people, 2010–2014); and Medicare Current Beneficiary Survey (MCBS) beneficiaries (a nationally representative sample of approximately 15,000 beneficiaries per year with rich information on individual-level risk factors, including smoking, linked to Medicare claims). Examine the following health outcomes: (1) time to hospitalization by cause, (2) disease progression (time to rehospitalization), and (3) time to death.

4. **Aim 4. Tools for data access and reproducibility** — Develop tools for reproducible research, including approaches for data sharing, record linkage, and statistical software.

### 1.3. EXECUTIVE SUMMARY OF THE PHASE 1 REPORT

In the Phase 1 report (Dominici et al. 2019), we provided an overview of our work, grouped into the following five areas: (1) exposure prediction, (2) epidemiological studies of ambient exposures to air pollution at low levels, (3) sensitivity analysis, (4) methodological contributions in causal inference, and (5) open access research data platform. More specifically, we reported the following contributions:

1. **Exposure prediction for \( \text{PM}_{2.5} \) (Aim 1)** — We summarized the exposure prediction modeling (Di et al. 2019) for estimating daily \( \text{PM}_{2.5} \) levels at a resolution of 1 km × 1 km for the continental United States for the period 2000–2012.

   
   a. The first set consisted of new methods for using causal inference to account for exposure error, published by Wu and colleagues (2019) in *The Annals of Applied Statistics*. The code for the implementation of these methods is available at https://github.com/wxwx1993/RC-GPS. More specifically, in this work, we proposed a new approach for estimating causal effects when the exposure is imprecisely measured error and confounding adjustment is performed via a generalized propensity score (GPS). Using validation data, we proposed a regression calibration (RC)–based adjustment for a continuous error-prone exposure combined with GPS to adjust for confounding (RC–GPS). The outcome analysis is conducted after transforming the corrected continuous exposure into a categorical exposure. We considered confounding adjustment in the context of GPS subclassification, inverse probability treatment weighting, and matching. In simulations with varying degrees of exposure error and confounding bias, we reported that RC–GPS eliminates bias from exposure error and confounding compared with standard approaches that rely on the error-prone exposure. We applied RC–GPS to a rich data platform to estimate the causal effects of long-term exposure to \( \text{PM}_{2.5} \) on mortality in New England for the period 2000–2012. The main study consisted of 2,202 zip codes covered by 217,660 1-km × 1-km grid cells with yearly mortality rates, yearly \( \text{PM}_{2.5} \) averages estimated from a spatiotemporal model (error-prone exposure), and several potential confounders. The internal validation study included a subset of 83
1-km \times 1-km grid cells within 75 zip codes from the main study with error-free yearly PM$_{2.5}$ exposures obtained from monitor stations. Under assumptions of noninterference and weak unconfoundedness, and using matching, we found that exposure to moderate levels of PM$_{2.5}$ (8–10 mg/m$^3$ PM$_{2.5}$) causes a 2.8% (95% CI: 0.6%, 3.6%) increase in all-cause mortality compared with exposure to low levels (PM$_{2.5}$ < 8 mg/m$^3$).

b. The second set consisted of new methods for using causal inference to flexibly estimate an ER function with local adjustment for confounding, published in a paper by Papadogeorgou and Dominici (2020) in *The Annals of Applied Statistics*. The R software package is available at https://github.com/gpapadog/LERCA. More specifically, in this work, we developed a Bayesian framework for the estimation of a causal ERC called LERCA (Local Exposure Response Confounding Adjustment). LERCA allows for (1) various confounders and various strengths of confounding at various exposure levels and (2) model uncertainty about confounder selection and the shape of the ER. LERCA also provides a principled way of assessing the observed covariates’ confounding importance at various exposure levels. We compared our proposed method with state-of-the-art approaches in causal inference for ER estimation using simulation studies. We also applied the proposed method to a large data set for the entire United States that included health, weather, demographic, and pollution data for 5,362 zip codes for the years 2011–2013.

3. **Epidemiological studies (Aim 3)** — In the Phase 1 report, we summarized the following epidemiological studies.

a. **Short-term exposure to PM$_{2.5}$ and O$_3$ and all-cause mortality for the period 2000–2012.** The paper (Di et al. 2017a) was published in *The Journal of the American Medical Association*. Here, we conducted a case-crossover study to examine all deaths of Medicare beneficiaries in the continental United States from 2000 through 2012 and to estimate the mortality risk associated with short-term exposures to PM$_{2.5}$ and O$_3$ in the general population as well as in subgroups. The study was designed to estimate the association between daily mortality and air pollution at levels below the current daily U.S. National Ambient Air Quality Standards (NAAQS) to evaluate the adequacy of the current air quality standards for PM$_{2.5}$ and O$_3$. We found that a 10-µg/m$^3$ daily increase in PM$_{2.5}$ and a 10-ppb daily increase in warm-season O$_3$ exposures were associated with a statistically significant increase of 1.42 and 0.66 deaths per 1 million per day, respectively. The risk of mortality remained statistically significant when restricting the analysis to days with PM$_{2.5}$ and O$_3$ levels much lower than the current U.S. daily NAAQS. The study included individuals living in smaller cities, towns, and rural areas that were unmonitored and thus had been excluded from previous time-series studies. There were no significant differences in the mortality risk associated with air pollution among individuals living in urban versus rural areas. These results provided evidence that short-term exposures to PM$_{2.5}$ and O$_3$ even at levels much lower than the current daily standards, are associated with increased mortality, particularly for susceptible populations.

b. **Long-term exposure to PM$_{2.5}$ and O$_3$ and all-cause mortality for the period 2000–2012.** The paper (Di et al. 2017b) was published in *The New England Journal of Medicine*. Here, we conducted a nationwide cohort study of all Medicare beneficiaries from 2000 to 2012, a population of 61 million with 460 million person-years of follow-up. We used survival analysis (Andersen-Gill model) (Andersen and Gill 1982) to estimate the risk of death from any cause associated with long-term exposure (yearly average) to PM$_{2.5}$ concentrations lower than the current annual NAAQS (12 µg/m$^3$) and O$_3$ concentrations below 50 ppb. Subgroup analyses were conducted to identify populations with higher or lower pollution-associated risk of death from any cause. We found statistically significant evidence of adverse effects of PM$_{2.5}$ and O$_3$ exposures at concentrations below current national standards. This effect was greater for self-identified racial minorities and people with low income. Furthermore, we found that Black and Medicaid-eligible individuals had a much larger risk of death associated with exposure to PM$_{2.5}$ and O$_3$ than other subgroups (Di et al. 2017b). Medicare claims do not include individual-level data on behavioral risk factors, such as smoking and income, which could affect mortality and thus be important confounders. However, our analysis of the MCBS subsample did not find evidence of an association between smoking, income, and PM$_{2.5}$ or O$_3$ exposure. This important sensitivity analysis increased our level of confidence that lack of adjustment for these individual-level risk factors in the Medicare cohort did not lead to biased results. In another study, we analyzed a similar Medicare subsample with more detailed individual-level data on smoking, body mass index (BMI), and many other potential confounders linked to Medicare claims (Makar et al. 2017). In that analysis, we found that mortality and hospitalization risks of exposure to PM$_{12.5}$ were
not sensitive to the additional control of individual-level variables not available in the Medicare population as a whole.

1.4. CHALLENGES IDENTIFIED IN THE PHASE 1 REPORT

In the discussion of the Phase 1 report, we presented the strengths and limitations of our work. More specifically, we wrote, “[[It is possible that our results could still be affected by unmeasured confounding bias, in particular, calendar time. In addition, although the methods that we have developed address several of the limitations of our current environmental epidemiological research paradigm, these new methods for causal inference are not easily scalable to massive data sets and may not be effective at dealing with continuous and time varying exposure.”

In the current report, we reanalyzed the data by Di and colleagues (2017b) using causal inference methods. This task required overcoming two enormous challenges: (1) developing new methods for causal inference in the context of estimating the causal effects of a continuous exposure and (2) applying these methods to a massive data set of 570 million observations for the period 2000–2016. Furthermore, we carefully accounted for the potential confounding of calendar year and addressed the sensitivity of our results to unmeasured confounding bias. Finally, we documented everything (sources of data, analytical data sets, and statistical code) to allow others to reproduce our results.

1.5. HARMONIZATION OF THE PHASE 1 AND FINAL REPORTS

In this section, we provide the itemized analyses (and analytic steps) conducted in the Phase 1 report but not in the final report, and vice versa. We also discuss why we decided to make some different analytical choices between the two reports. We do so separately for each of the key aims of the proposed project.

1. Exposure assessment — In the Phase 1 report, we summarized the exposure assessment approach for PM$_{2.5}$ (Di et al. 2019). In the final report, we also summarize the exposure assessment for O$_3$ and NO$_2$ (Di et al. 2020; Requia et al. 2020). All the modeling approaches were applied to data for the period 2000–2016. The estimated values for PM$_{2.5}$ are now publicly available at https://beta.sedac.ciesin.columbia.edu/data/set/aqdh-pm2-5-concentrations-contiguous-us-1-km-2000-2016.

2. Methods for causal inference — In the Phase 1 report, we summarized two methods for causal inference. The first introduced methods to account for exposure error, described above. This work is now being extended to analyses for the entire continental United States. Please note this is a very challenging task, and although the analyses are underway, the results will not be available in time for the publication of this final report. Please see Section 5: Pipeline for Reproducible Research for a summary of this ongoing work. For the final report, we developed an alternative approach for the estimation of the causal ER function that is computationally tractable and scalable. This new approach is summarized in a preprint by Wu and colleagues (in review). We provide the details of this approach in Section 3 of the report.

a. Epidemiological studies — In the Phase 1 report, we summarized epidemiological studies of the short- and long-term effects of PM$_{2.5}$ and O$_3$ exposure on all-cause mortality. As part of the work summarized in the final report (see below, in Sections 3, 4, and 5), we updated all the data to 2000–2016. We also summarized the long-term studies, and our analytical choices were different from those reported in the Phase 1 report, for the following reasons: (1) we wanted to reanalyze the entire national data set using established and new statistical methods for causal inference, (2) we wanted to address the comments of the Phase 1 report’s Low-Exposure Epidemiology Studies Review Panel as summarized in Section 1.4 above, (3) we needed to ensure computational scalability to handle more than 550 million observations, and (4) we needed to assess the sensitivity of the results to the analytical choices implemented in Phase 1 and to the new analytical choices for causal inference implemented in the final report. More specifically, we analyzed the entire national Medicare dataset, including Medicare beneficiaries for the period 2000–2016, using five statistical methods: (1) the same survival model (Andersen and Gill 1982) used by Di and colleagues (2017b) and summarized in the Phase 1 report, (2) a more computationally efficient Poisson formulation that is equivalent to the Andersen–Gill model under certain assumptions, and (3) three methods for causal inference based on the GPS. Two of these methods have been previously published, and one is a new method developed by our group (Wu et al. in review). Details are in Sections 3 and 4. In the final report, we have also summarized ongoing (unpublished) results for (1) long-term effects of PM$_{2.5}$ on mortality adjusted by O$_3$ and NO$_2$; (2) long-term effects of PM$_{2.5}$ on mortality adjusted by NO$_2$; (3) long-term effects of O$_3$ on mortality adjusted by PM$_{2.5}$ and NO$_2$; and (4) long-term effects of NO$_2$ on mortality adjusted by PM$_{2.5}$ and O$_3$.

3. Additional details on our analytical choices — In the final report, and specifically for the long-term effects studies, we made the following analytical choices:

a. We analyzed the data for the period 2000–2016 (compared with 2000–2012 in Phase 1).
b. For any statistical analysis, a unit of analysis must be defined. In our study, the unit of analysis could be either individuals or counts of individuals by zip code in a given year. For the Poisson and causal inference approaches in our study, also previously published (Wu et al. 2020), we decided to proceed with counts of individuals at the zip code-level in a given year as the unit of analysis, for the following reasons:

i. We have shown that the Anderson-Gill parameterization of the Cox model at the individual level is equivalent under certain assumptions to a Poisson model for counts of individuals at the zip code level in a given year. We included this in Section 3.3.

ii. The larger dataset created computational burdens in terms of data storage space and computer power to run the Cox regression model that was implemented in Phase 1. Traditional regression and causal inference analyses at the zip code level are computationally much more efficient than the same analysis at the individual level.

iii. The exposure assignment must be at the zip code level because the residential addresses of individual Medicare beneficiaries are only available at this level.

iv. The great majority of our potential measured confounders are from the U.S. Census and are available at the zip code level.

c. As mentioned above, we reanalyzed the findings reported by Di and colleagues (2017b) using five statistical approaches to estimate the effect of PM_{2.5} exposure on mortality, accounting for potential measured and unmeasured confounders. Details on the statistical approaches are provided in Section 3.

d. We applied all five approaches to the data from 2000–2016, as was done by Di and colleagues (2017b), and to the data from 2000–2016 to assess the degree to which the results changed with more up-to-date data.

e. To evaluate the model sensitivity to potential unmeasured confounders that vary over time, all five approaches were fitted twice, once with the year as a covariate (the main analysis) and once without (as a sensitivity analysis).

f. To estimate low-level PM_{2.5} effects on mortality, we applied the five statistical approaches, restricting analyses to the subpopulation of Medicare beneficiaries who were always exposed to PM_{2.5} levels lower than 12 μg/m³ over the entire study period.

g. The causal inference framework lends itself to the evaluation of covariate balance for measured confounders. The covariate balance indicates the quality of the causal inference approach at simulating randomized experiments and informs the degree to which one can make a valid causal assessment. Covariate balance was evaluated using mean absolute correlation (AC), with values <0.1 indicating high quality in simulating randomized experiments.

h. We conducted further sensitivity analyses to unmeasured confounding by calculating the E-value. The E-value for a point estimate of interest (in our case, the HR) can be defined as the minimal strength of an association, on the risk ratio scale, that an unmeasured confounder would need to have with both the exposure and outcome, conditional on the covariates already included in the model, to fully explain the observed association under the null (Haneuse et al. 2019).

i. We also applied the newly developed method for the estimation of the causal exposure function (Wu et al. 2019) to estimate ERCs for PM_{2.5}, O₃, and NO₂ adjusted by the other two pollutants (Section 4).

j. In Phase 1 of the project, we analyzed the MCBS data to assess the sensitivity of the results to omission of several individual-level confounders. Considering that the analyses (Makar et al. 2017) reported that estimation of the long-term effects of PM_{2.5} on cause-specific hospitalization and all-cause mortality were not sensitive to the omission of several individual-level confounders (available in the MCBS but not in Medicare), we decided not to pursue these analyses further.

1.6. ROADMAP TO THE CONTENT OF THIS FINAL REPORT

Here we present an overall roadmap to the entire contents of the final report. In Section 2, we summarize the approaches for exposure assessment for PM_{2.5}, NO₂, and O₃ for the period 2000–2016, which were published in the following papers.


In Section 3, we summarize the national causal inference analysis of long-term effects of PM$_{2.5}$ on all-cause mortality among Medicare beneficiaries. We present methods and results. The methodological contribution and epidemiological studies are summarized in the following papers.


In Section 4, we describe the application of methods for causal inference to estimate the ERCs to O$_3$ and NO$_2$, and we provide results for the estimated ERCs for PM$_{2.5}$, O$_3$, and NO$_2$ adjusted and not adjusted by the other two pollutants. This work has not been published yet.

In Section 5, we summarize the pipeline for reproducible research, including data and software. In Section 6, we summarize ongoing work. In Section 7, we provide a discussion of the strengths and limitations of the project.

2. EXPOSURE ASSESSMENT FOR PM$_{2.5}$, O$_3$, AND NO$_2$

In this section, we summarize the exposure assessment approach for PM$_{2.5}$ (Di et al. 2019), NO$_2$ (Di et al. 2020), and O$_3$ (Requia et al. 2020) All of the modeling approaches were applied to data for the period 2000–2016 for the continental United States. The daily 1-km PM$_{2.5}$ predictions across the contiguous United States, 2000–2016, have been published on the National Aeronautics and Space Administration’s Socioeconomic Data and Applications Center website. The data are now publicly accessible and are available in both RDS and GeoTiff formats at https://beta.sedac.ciesin.columbia.edu/data/set/aqdh-pm2-5-concentrations-continental-us-1-km-2000-2016. The website is in beta test for the purpose of reviewing contents and finding bugs before final release. The beta test closed at the end of June 2021.

2.1. EXPOSURE ASSESSMENT FOR PM$_{2.5}$

In epidemiological analyses of air pollution health effects, the accurate estimation of PM$_{2.5}$ is an essential requirement. Different methods have been applied over the past decade to model PM$_{2.5}$, from typical linear regressions to machine learning approaches. We have developed and implemented an ensemble model that uses multiple machine learning algorithms to estimate daily PM$_{2.5}$ predictions at a 1-km × 1-km grid resolution for the contiguous United States from January 1, 2000, to December 31, 2016.

The predictor variables that we included in the models were (1) PM$_{2.5}$ from monitoring stations obtained from the U.S. EPA Air Quality System; (2) satellite-derived aerosol optical depth data; (3) 16 meteorological variables retrieved from the National Oceanic and Atmospheric Administration’s North American Regional Reanalysis data set; (4) land-use variables such as land-use coverage types, road density, restaurant density, elevation, and the normalized difference vegetation index to capture the impact of local emissions and air pollution levels; (5) several reanalysis datasets; and (6) daily predictions of total PM$_{2.5}$ mass and mass concentration of several PM$_{2.5}$ components from GEOS Chem, a global chemical transport model.

The modeling framework followed two steps, with each step combining a neural network, random forest, gradient boosting, and generalized additive model into an ensemble model. First, we modeled PM$_{2.5}$ separately with each algorithm on all input variables. The parameters of each algorithm were selected by cross-validated grid search processes. We blended the predicted concentration from each learner in a geographically weighted generalized grid search process. We blended the predicted concentration from each learner in a geographically weighted generalized additive model as an ensemble model to obtain PM$_{2.5}$ predictions. Some of the predictor variables had missing values; to obtain all input variables for the entire study area and during the entire study period, we imputed the missing values. We predicted the variables with missing values using the variables without missing values as predictor variables of a random forest. For some land-use variables, we filled missing values using linear interpolation because those variables were intermittent and unavailable over a certain period. In the final step, we applied the same three machine learning algorithms, but we included the spatially and temporally lagged PM$_{2.5}$ predictions from nearby monitoring sites and neighboring days together with existing predictor variables to obtain PM$_{2.5}$ daily predictions from 2000 to 2016 at each 1-km × 1-km grid cell in the contiguous United States.

We validated the ensemble model with 10-fold cross-validation by training the model with 90% of the data and predicting PM$_{2.5}$ with the remaining 10% of monitoring sites. We then aggregated the cross-validated PM$_{2.5}$ from the 10 splits and compared them with the corresponding PM$_{2.5}$ monitoring values in each site on each day to obtain the total $R^2$. We also computed the temporal $R^2$ (regressing the difference between predicted and monitored PM$_{2.5}$ in a site at a specific time with the annual mean in the same site) (Kloog et al. 2011), spatial $R^2$ (comparing the annual mean between monitored and predicted values in each site), root mean square error, and other metrics for model performance. It is also worth highlighting that using the two new ensemble models, we were able to estimate the uncertainty in the predictions (monthly standard deviation of the difference between daily monitored value and daily predicted value).

Figure 1 shows the maps of PM$_{2.5}$ for 2000 and 2016. We obtained good model performance with a cross-validated $R^2$ of 0.86 for daily PM$_{2.5}$ predictions and a cross-validated $R^2$ of
0.89 for annual PM$_{2.5}$ estimates. The final model demonstrated good performance up to 60 mg/m$^3$. The performance at lower levels was even better; most of the monitors had concentrations <12 mg/m$^3$ (see next section for details). Therefore, when we calibrated the model to the monitors, the exposure error was lower at low concentrations where there were more data available to fit the models.

We found that the cross-validated $R^2$ of each machine learning algorithm varied by year, season, location, pollution concentration, and other factors, while the ensemble model, incorporating estimations from multiple machine learning algorithms, had a higher model performance. Therefore, applying a single method is not optimal for air pollution modeling.

We acknowledge that there is concern about the uncertainty of the exposure models, especially at low levels of exposure. Please note that most of the exposures and measurements of PM$_{2.5}$ in the United States have been below the NAAQS for almost two decades. There is no reason to believe that modeled exposures have greater error in the exposure range where there are more data available to fit the models than in the exposure range where the models rely on less data. As detailed above, we fitted our model to PM$_{2.5}$ measurements at more than 1,900 monitoring stations. We compared the predicted annual average PM$_{2.5}$ at each location with the measurements. The difference is the error in the estimated concentration. To see how the error variance changes with PM$_{2.5}$ concentrations, we squared each error and then plotted the measured PM$_{2.5}$ concentrations at those monitors in those years versus the smoothed squared errors. This approach estimates how the error variance changes with concentration. The results are shown in Figure 2. We found that the exposure error was smaller, not larger, at concentrations below or equal to 12 µg/m$^3$. The PM$_{2.5}$ exposures in earlier years are subject to greater uncertainty because the levels tended to be higher.

As detailed in Section 6, in which we summarize ongoing and future work, we are developing additional methods to incorporate exposure uncertainty into causal effect estimation. Furthermore, as part of our future work, we are planning to harmonize our analyses with the ones conducted by the Canadian and European teams also funded under this RFA (see Preface). As a part of the harmonization, we are planning

Figure 1. Annual average PM$_{2.5}$ concentrations in the continental United States for 2000 and 2016. The white dots are due to missing data.
to rerun some of the key analyses using the PM$_{2.5}$ exposure estimates developed by the Canadian team, which relied on geographically weighted regression (Hammer et al. 2020; van Donkelaar et al. 2019).

### 2.2. EXPOSURE ASSESSMENT FOR NO$_2$

In addition to PM$_{2.5}$ exposure estimates, we also estimated daily NO$_2$ concentrations from 2000 to 2016 in a similar ensemble model–based approach. We fitted an ensemble model using a generalized additive model to combine estimates from three machine learning models — neural network, random forest, and gradient boosting — to obtain daily NO$_2$ predictions at 1-km-level grid cells, from 2000 to 2016 for the contiguous United States. Predictor variables included NO$_2$ column concentrations from satellite data, land-use variables, meteorological variables, predictions from two chemical transport models (GEOS-Chem and the regional-scale Community Multiscale Air Quality Model), and other ancillary variables.

Model training results for daily predictions from 2000 to 2016 indicated good model performance, with a 10-fold cross-validated $R^2$ of 0.788 overall, a spatial $R^2$ of 0.844, and a temporal $R^2$ of 0.729.

Figure 3 shows the maps of the predicted NO$_2$ concentrations for 2000 and 2016. We found a spatial clustering in the distribution of NO$_2$, with the highest NO$_2$ concentrations in urban areas, especially in major cities, and along highways. We found that the model predicted well outside of major urban areas and also in rural areas. Compared with existing NO$_2$ models, our work shows that integrating many predictor variables and fitting algorithms can provide improved daily NO$_2$ predictions at high spatial resolution, which should be useful in epidemiological studies of both long- and short-term exposures.

### 2.3. EXPOSURE ASSESSMENT FOR O$_3$

We estimated daily predictions for the daily maximum 8-hour O$_3$ at 1-km × 1-km grid cells across the contiguous United States for the years 2000–2016, following the same model training process as described for PM$_{2.5}$ and NO$_2$. Specifically, the models included 169 predictor variables, such as O$_3$ ground measurements from the EPA’s Air Quality System monitoring data, land-use variables, meteorological variables, chemical transport models and remote sensing data, and other data sources. After imputing missing data with machine learning algorithms, we applied a geographically weighted ensemble model that incorporated our three types of machine learners (neural network, random forest, and gradient boosting).

Similarly to the other pollutants, the monthly model uncertainty was estimated based on the difference between model predictions and observations, which considers exposure measurement error.

Figure 4 shows the maps of O$_3$ for 2000 and 2016. We obtained a 10-fold cross-validation $R^2$ of 0.902, a spatial $R^2$ of 0.862, and a temporal $R^2$ of 0.916, indicating good model performance. We found that the model performance of each machine learning algorithm was similar, while the ensemble model again had a higher performance. We also found that the model performed better in the East North Central region ($R^2$ of 0.93) and during summer ($R^2$ of 0.88) compared with the other regions and seasons. These predictions at a high temporal and spatial resolution should allow future studies to better estimate the health impacts of O$_3$.

### 3. NATIONAL CAUSAL INFERENCE ANALYSIS ON LONG-TERM EFFECTS OF PM$_{2.5}$ ON ALL-CAUSE MORTALITY

Before we detail the methods and results of our national analysis of the long-term effects of PM$_{2.5}$ on all-cause mortality using causal inference methods, we introduce here the key ideas behind causal inference and explain their features. For more detail, please see Carone and colleagues (2020), Dominici and Zigler (2017), and Zigler and Dominici (2014). In addition, see the book by Imbens and Rubin (2015) and a recent paper by Dominici and colleagues (2020) for an overview of methods for causal inference.

#### 3.1. WHY DO WE NEED CAUSAL INference METHODS IN ADDITION TO STANDARD REGRESSION APPROACHES?

Some scientists, including the former chair of the EPA’s Clean Air Scientific Advisory Committee, have argued against including studies that use traditional statistical approaches
to inform revisions of the NAAQS and propose focusing only on studies that use causal inference approaches (Environmental Protection Agency 2019). Their main criticism is that traditional approaches that include potential confounders as covariates in the regression model do not inform causality (Goldman and Dominici 2019).

Dominici and Zigler (Dominici and Zigler 2017; Zigler and Dominici 2014) previously discussed three notions of what constitutes evidence of causality in air pollution epidemiology. The first is causality inferred from evidence of biological plausibility. The second is consistency of results across many epidemiological studies and adherence to Bradford Hill causal criteria. The third is the use of causal inference methods that are more robust to model misspecification compared with traditional approaches and that, when assumptions are met, can isolate causal relationships. We believe that all three of these notions are valuable and essential. Indeed, we have stressed that the more comprehensive analysis of the full range of toxicological and epidemiological evidence serves as an important part of characterizing the complete picture of causality. Our work for this grant is mainly focused on advancement of the causal inference methods described in the third notion of causality.

Causal inference methods have advantages and disadvantages compared with traditional regression methods. Their strengths are as follows:

1. Causal inference methods separate the design stage from the outcome analysis, thus increasing the objectiveness of causal analysis, and mimic a randomized experiment under a set of explicit identification assumptions.

2. They guide researchers to state explicitly all the identification assumptions needed for statistical analysis and equip them with a body of sensitivity analysis tools to understand how likely the identification assumptions are held (e.g., covariate balance and E-value).

3. They are more robust to model misspecification than traditional regression approaches.

But they also have limitations:

1. Causal inference methods often require increased computational resources due to the complexity of their algorithms.
2. Some causal inference methods require steeper learning curves for new researchers because of the logical complexity and are often less familiar to many researchers.

3. Methods based on GPSs are still affected by unmeasured confounding bias.

4. Propagation of exposure error in health effects analyses under a causal inference framework are very challenging because error in the exposure also affects the propensity score. See Wu and colleagues (2019) for a broad description of the challenges and a proposed solution.

In a commentary led by Carone (Carone et al. 2020), we wrote, “We share the excitement of others that the discipline of causal inference has the potential to advance air pollution policy and allow the integration of modern statistical tools into air pollution epidemiology, but we also caution against unrealistic expectations by highlighting important difficulties ahead.” In a more recent paper (Dominici et al. 2020), which provided a tutorial on methods for causal inference, we wrote, “[W]e emphasize that experimental thinking is crucial in causal inference. The quality of the data (not necessarily the quantity), the study design, the degree to which the assumptions are met, and the rigor of the statistical analysis allow us to credibly infer causal effects.”

In the current report, we pursued a causal inference approach because, under such an approach, we could quantify and visualize how closely we were able to approximate a randomized study. This can be accomplished by visualizing whether the measured confounders are balanced across exposed and nonexposed groups (Austin 2019; Imai and Ratkovic 2014) and how sensitive the results are to unmeasured confounding bias (Rosenbaum 2002). Loosely speaking, this framework allows us to assess how confidently we can make statements about causality using observational data under a set of explicit assumptions necessary for causal inference.

Under a causal inference framework, we articulate our research question using a potential outcome framework—that is, philosophically, we state a hypothetical causal question explicitly by mathematical formulas; for example, “If the pollution level is reduced from 12 units to 10 units, how many premature deaths can be saved?” We then borrow concepts from “randomized studies.” For example, under the ideal scenario of a clinical trial in drug development,
the investigator randomizes who receives the treatment and who does not and then evaluates whether there is a difference in measured outcomes between the two patient groups. This is called the causal effect because the differences in outcomes between the two groups are caused by the treatment. All other covariates are balanced because of the randomization. With the advanced methods for causal inference implemented in this report, we attempted to mimic this kind of randomized study using observational data (because randomized studies are unethical and unfeasible in the context of human subject environmental health studies). We could explicitly assess how closely we were able to approximate a randomized study and how sensitive our results were to unmeasured confounding bias. Thus, we can explain how our models tease out cause and effect.

Continuous Exposures Drastically Complicate Causal Inference Problems Most causal inference methods make the simplifying assumption of a binary exposure (or treatment). This assumption does not hold in environmental health research, because exposure to air pollution is a continuous variable. Approaches to estimating causal ERCs have been proposed, including methods that rely on the GPS (Wu et al. in review).

Innovation in Causal Inference As a methodological contribution to causal inference and in the context of a continuous exposure, we developed a robust and computationally efficient approach to nonparametrically estimate causal ERCs (Wu et al. in review). Next, we developed concepts and methods to understand covariate balance and to evaluate and overcome sensitivity to the critical assumptions of unmeasured confounding. The details of the approach are described below.

3.2 DATA

We obtained open cohort data for more than 68.5 million Medicare beneficiaries from 2000 to 2016 (Centers for Medicare & Medicaid Services), including demographic information on age, sex, race/ethnicity, date of death, and residential zip code. Each person was tracked through a unique patient ID.

3.2.1. Exposure Assessment

We estimated daily PM$_{2.5}$ levels at a high spatiotemporal resolution using a 1-km$^2$ grid network across the contiguous United States and a well-validated ensemble-based prediction model (Di et al. 2019). See Section 2 for details.

Residential addresses are not available for Medicare beneficiaries, only residential zip codes. For each standard zip code, we used zonal statistics to calculate the daily average PM$_{2.5}$ concentration based on all 1-km$^2$ grid cell predictions within the zip code via aggregations. More specifically, we first overlaid the zip code boundaries on the 1-km$^2$ grid cells and then averaged the predictions at 1-km$^2$ grid cells whose centroids fell within the boundary of that zip code (Zeiler 1999). For PO box-only zip codes, the average PM$_{2.5}$ concentrations were calculated by linking to the predictions from the nearest 1-km$^2$ grid cell. Annual zip code averages were estimated by averaging the daily concentrations. We assigned the annual estimated zip code average PM$_{2.5}$ concentrations to individuals who lived in that zip code for each calendar year.

3.2.2. Potential Confounders

To adjust for confounding, we considered 10 zip code– and county-level confounders, including zip code–level socioeconomic status (SES) indicators from the 2000 and 2010 Census and the 2005–2012 American Community Surveys, and county-level information from the Centers for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System (BRFSS). Specifically, we included (1) two county-level variables: average BMI and smoking rate; (2) eight zip code–level census variables: proportion of Hispanic residents, proportion of Black residents, median household income, median home value, proportion of residents in poverty, proportion of residents with a high school diploma, population density, and proportion of residents that own their house; and (3) four zip code–level meteorological variables: the summer (June–September) and winter (December–February) averages of maximum daily temperatures and relative humidity. We obtained the zip code–level meteorological variables using area-weighted aggregations based on daily temperature and humidity data on 4-km$^2$ gridded rasters from Gridmet via Google Earth Engine (Abatzoglou 2013; Gorelick et al. 2017). We also considered two variables indicating (1) the four Census geographic regions of the United States (Northeast, South, Midwest, and West) and (2) calendar years (2000–2016) to adjust for some residual or unmeasured spatial and temporal confounding, respectively.

3.2.3. Data Linkage

Outcome data were available at the postal zip code level, at which we also assigned annual PM$_{2.5}$ exposures. Outcome and exposure information were available for 35,924 of the 40,431 zip codes in the 48 contiguous states and Washington, DC. We then mapped potential confounders at zip code tabulation areas to postal zip codes to link the outcome and exposure data to potential confounders obtained from the U.S. Census, American Community Surveys, and the BFRSS. The total number of zip codes included in our main analysis with information on all outcome, exposure, and confounder data was 31,337.

In Section 6, titled “Pipeline for Reproducible Research,” we provide detail on the variables included in the analyses and the R code for the implementation of the methods. All study data sources are publicly available.

3.3. METHODS

3.3.1. Study Population

Table 1 shows the characteristics of the study cohort. Our study population consisted of more than 68.5 million
Table 1. Characteristics of the Study Cohorts

<table>
<thead>
<tr>
<th>Variables</th>
<th>Entire Medicare Enrollees</th>
<th>Medicare Enrollees Exposed to PM$_{2.5}$ ≤ 12 μg/m$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of individuals</td>
<td>68,503,979</td>
<td>38,366,800</td>
</tr>
<tr>
<td>Number of deaths</td>
<td>27,106,639</td>
<td>10,124,409</td>
</tr>
<tr>
<td>Total person–years</td>
<td>573,370,257</td>
<td>259,469,768</td>
</tr>
<tr>
<td>Median years of follow-up</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td><strong>Individual-level characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at entry (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74 (%)</td>
<td>80.6</td>
<td>88.1</td>
</tr>
<tr>
<td>75–84 (%)</td>
<td>14.9</td>
<td>9.0</td>
</tr>
<tr>
<td>85–94 (%)</td>
<td>4.1</td>
<td>2.6</td>
</tr>
<tr>
<td>95 or above (%)</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>69.2 (6.7)</td>
<td>67.6 (5.6)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (%)</td>
<td>55.5</td>
<td>53.8</td>
</tr>
<tr>
<td>Male (%)</td>
<td>44.5</td>
<td>46.2</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (%)</td>
<td>83.9</td>
<td>84.7</td>
</tr>
<tr>
<td>Black (%)</td>
<td>9.1</td>
<td>7.3</td>
</tr>
<tr>
<td>Asian (%)</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>Hispanic (%)</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>North American Native (%)</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Medicaid eligibility (%)</strong></td>
<td>11.7</td>
<td>10.9</td>
</tr>
<tr>
<td><strong>Area-level risk factor characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever smoked (%)</td>
<td>47.3</td>
<td>47.3</td>
</tr>
<tr>
<td>Below poverty level (%)</td>
<td>10.5</td>
<td>10.1</td>
</tr>
<tr>
<td>Below high school education (%)</td>
<td>28.5</td>
<td>25.6</td>
</tr>
<tr>
<td>Owner-occupied housing (%)</td>
<td>72.0</td>
<td>72.9</td>
</tr>
<tr>
<td>Hispanic (%)</td>
<td>8.9</td>
<td>7.5</td>
</tr>
<tr>
<td>Black (%)</td>
<td>8.9</td>
<td>9.2</td>
</tr>
<tr>
<td>Population density (persons/km$^2$)</td>
<td>600.0</td>
<td>489.1</td>
</tr>
<tr>
<td>Mean BMI (kg/m$^2$)</td>
<td>27.6 (1.1)</td>
<td>27.6 (1.1)</td>
</tr>
<tr>
<td>Median household income ($1,000)</td>
<td>48.9 (21.7)</td>
<td>50.3 (22.0)</td>
</tr>
<tr>
<td>Median home value ($1,000)</td>
<td>162.5 (140.9)</td>
<td>170.9 (146.2)</td>
</tr>
<tr>
<td><strong>Meteorological variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer temperature (°C)</td>
<td>29.5 (3.7)</td>
<td>29.5 (3.9)</td>
</tr>
<tr>
<td>Winter temperature (°C)</td>
<td>7.6 (7.2)</td>
<td>7.4 (7.6)</td>
</tr>
<tr>
<td>Summer relative humidity (%)</td>
<td>88.0 (11.7)</td>
<td>86.7 (12.7)</td>
</tr>
<tr>
<td>Winter relative humidity (%)</td>
<td>86.2 (7.3)</td>
<td>86.4 (7.6)</td>
</tr>
<tr>
<td>PM$_{2.5}$ concentrations (μg/m$^3$)</td>
<td>9.8 (3.2)</td>
<td>8.4 (2.3)</td>
</tr>
</tbody>
</table>

*Mean (SD) is shown for continuous variables.
Medicare enrollees between 2000 and 2016. Of those, more than 38 million were exposed to PM$_{2.5}$ levels below or equal to 12 μg/m$^3$. More than 27 million deaths occurred during the study period. 11.7% of the study population was also eligible for Medicaid. Medicare claims data, obtained from the Centers for Medicare & Medicaid Services (Centers for Medicare & Medicaid Services), are an open cohort, including demographic information such as age, sex, race/ethnicity, date of death, and residential zip code. A unique patient ID was assigned to each person to allow tracking over time. Medicare beneficiaries entered our cohort in 2000 if enrolled before 2000 or upon their enrollment after 2000. After enrollment, each beneficiary was followed annually until the year of their death or the end of our study period (31 December 2016). This study was conducted under a protocol approved by the Harvard T.H. Chan School of Public Health Human Subjects Committee.

### 3.3.2. Statistical Analysis

In this section, we provide mathematical details on our statistical analyses. The R code for the implementation of all five statistical approaches is published and available at [https://github.com/NSAPH/National-Causal-Analysis](https://github.com/NSAPH/National-Causal-Analysis).

We implemented five statistical approaches to estimate the effect of PM$_{2.5}$ exposure on mortality, accounting for potential confounders. The two traditional approaches rely on regression modeling for confounding adjustment: (1) the Cox proportional hazards model and (2) Poisson regression. We created multiple observations for each subject, each representing a person-year of follow-up. We fitted the Cox hazards models, using follow-up year as the time metric and annual PM$_{2.5}$ as the time-varying exposure, stratifying by age (5-year categories), sex, race/ethnicity, and Medicaid eligibility (a surrogate for individual-level SES). We fitted the Poisson models for aggregated outcomes (i.e., counts of death) by zip code and year, stratified by the same individual-level characteristics and follow-up year. We adjusted both for confounding by including 10 zip code- or county-level risk factors, four zip code-level meteorological variables, and indicators for geographic region (Northeast, South, Midwest, and West). To account for long-term time trends, we included calendar year as a categorical variable. The details of the models are provided below.

**Cox Proportional Hazard Approach** We fitted stratified Cox proportional hazards models using annual PM$_{2.5}$ as the time-varying exposure and stratifying by four individual-level characteristics. We included all individual-level variables for Medicare beneficiaries that are available in Medicare Part A data. We were able to account for important individual-level characteristics (age, race, sex, Medicaid eligibility) by fitting a stratified Cox proportional hazards model. In our main analysis, we adjusted for 14 zip code- or county-level time-varying covariates as well as a dummy region variable and a dummy calendar year variable. The Cox proportional hazards survival model was specified as: Survival (follow-up year, death) ~ PM$_{2.5}$ + area-level risk factors + meteorological variables + dummy year + dummy region + strata (age, race, sex, Medicaid eligibility).

**Poisson Regression Approach** We fitted the Poisson regression model using annual PM$_{2.5}$ as the time-varying exposure; the count of deaths at the given follow-up year, calendar year, and zip code as the outcome; and the corresponding total person-time as the offset term. To adjust for potential confounding, we included the same 14 zip code- or county-level time-varying covariates, dummy region variable, and dummy calendar year variable as those included in the Cox proportional hazards models. We used a stratified Poisson regression model formulation to account for the strata-specific baseline risk rates by stratifying on individual-level characteristics. The Poisson regression model was specified as: log(6|death counts) ~ PM$_{2.5}$ + area-level risk factors + meteorological variables + dummy year + dummy region + strata (age, race, sex, Medicaid eligibility, follow-up year) + offset (log [person-year]).

**Equivalence Between Cox and Poisson** The key difference between the Cox proportional hazards model and the Poisson model is that the Poisson model is fitted on an aggregated dataset while the Cox survival model is fitted on an individual-level dataset. However, because in the Cox model the common exposure and the set of potential confounders are assigned at zip code or county level, we can still construct the aggregated dataset stratified by individual-level characteristics, zip code, and follow-up time without losing the ability to examine individual-level health effects caused by common exposures using stratified Poisson models.

Below we show the mathematical details on the equivalence between the Cox proportional hazards model and the stratified Poisson model. Let $z$ denote each zip code, $a$ denote each follow-up year, and $t$ denote each calendar year. $W_{z,t}$ denotes the annual average PM$_{2.5}$ concentration in zip code $z$ in calendar year $t$. $C_{z,t}$ denotes the zip code time-varying covariates, which serve as potential confounders, in calendar year $t$ and zip code $z$. We fitted the following stratified Cox proportional hazards model to examine the long-term effects of PM$_{2.5}$ on the health outcomes.

$$H^{c,z}(a,t) = h_0^{c}(a) \exp(\beta_1 W_{z,t} + \beta_2 C_{z,t}) \quad (1)$$

where $h^c(a,t)$ denotes the hazard of mortality at follow-up year $a$, calendar year $t$, and zip code $z$ for individual-characteristic strata $c$ (i.e., age group, sex, race, Medicaid eligibility), and $h_0^c(a)$ is a strata-specific baseline hazard function.

Model (1) can be written as

$$\frac{E(Y^{c,z}_{a,t})}{T^{c,z}_{a,t}} = h_0^c(a) \exp(\beta_1 W_{z,t} + \beta_2 C_{z,t}) \quad (2)$$
where $E(Y_{czt}^{a})$ denotes the expected number of deaths at follow-up year $a$, calendar year $t$, and zip code $c$ for each individual-characteristic stratum $c$, and $T_{a,t}^{c,z}$ is the corresponding total person–time in that stratum.

Taking the log of both sides, model (2) can be written as

$$\log\left(E\left(Y_{a,t}^{c,z}\right)\right) = \log(T_{a,t}^{c,z}) + \log(h_{0}^{c}(a)) + \beta_{1}W_{c,t} + \beta_{2}C_{c,t} \quad (3)$$

The Cox proportional hazards model (1) is equivalent to the stratified Poisson model (3). We also considered three approaches for causal inference that rely on the potential outcome framework and GPS. These approaches adjust for confounding using (1) matching by GPS, (2) weighting by GPS, and (3) adjustment by GPS, by including GPS as a covariate in the health outcome model.

For any statistical analysis, a unit of analysis must be defined. For the Poisson and causal inference approaches, a study unit is defined as counts of individuals by zip code in a given year. We have shown that the Anderson-Gill parameter study unit is defined as counts of individuals by zip code in a defined. For the Poisson and causal inference approaches, a study unit is defined as counts of individuals by zip code in a given year. Traditional regression and causal inference analyses at the zip code level are computationally much more efficient than the same analysis at the individual level. The exposure assignment must be at the zip code level because the residential address of each Medicare beneficiary is only available at this level. The great majority of our potential measured confounders are from the U.S. Census and available at zip code level.

Below we summarize the methods for causal inference. The causal inference analysis is conducted in two stages: a design stage and an analysis stage. In the design stage, we create a pseudo-population that is meant to mimic a randomized control study.

Causal Assumptions The GPS approach relies on a potential outcome framework (Hirano and Imbens 2004). Briefly, a potential outcome is an outcome that would have been realized if an individual had received a specific value of the exposure. Using propensity scores (Turner et al. 2016) to adjust for confounding in a potential outcome framework is one very common approach for studying causal effects in observational studies.

GPS allows one to simultaneously balance a large set of covariates in the exposed and reference populations. By ensuring covariate balance between the exposed population and a reference population, a pseudo-population is created that mimics a randomized experiment. Randomized experiments are considered the gold standard to inform causality and ensure that the covariate distributions do not differ by exposure status (i.e., that the covariates are balanced).

Following the potential outcome framework, we state three assumptions of causal identification in the GPS approach.

The first assumption is consistency. This assumption is also referred to as no-interference or the stable-unit-treatment-value assumption. In brief, we assume that the potential outcome for a given observation is not affected by the exposure of any other unit and that each exposure defines a unique outcome for each observation.

In the current study, we assumed that air pollution concentrations would not affect the health outcome of an individual who lives in an adjacent zip code. We believe that the individual's health outcomes will be dominantly affected by exposure to air pollution in the zip code where they live. We cannot rule out effects from adjacent zip codes either. The question of a spillover effect is of scientific interest and needs further investigation.

The second assumption is overlap. This assumption, sometimes referred to as the positivity assumption, states that if the exposure is not assigned deterministically and thus that each individual has a positive chance of receiving any exposure level, regardless of the individual's covariate profile (i.e., set of potential confounders).

In the current study, each zip code level could hypothetically be exposed to any level of air pollutants. We believe this assumption is likely to hold theoretically. Indeed, in practice, the probability of a zip code with a very low air pollution concentration encountering a very high concentration could be small.

The third assumption is weak unconfoundedness. This assumption, sometimes referred to as the no-unmeasured-confounder assumption, states that the mean potential outcome under a specific exposure level is the same across every exposure level once one conditions on potential confounders (i.e., exposure assignment is unrelated to potential outcomes within strata created by potential confounders). This assumption indicates the possibility that, if sufficiently many relevant covariates that characterized the individual's profile are collected, we would be able to approximate a stratified randomized experiment from observational studies by conditioning on the set of covariates.

In the current study, we collected as many covariates associated with both the exposure and outcomes as we could to adjust for measured confounders. Also, we included both year and region as indicator variables to adjust for some unmeasured confounders that co-vary temporally or spatially with both the exposure and the outcome. We conducted a sensitivity analysis to unmeasured confounding by calculating the $E$-value. We believe the threat of unmeasured confounding to our analysis results was minimized, given our use of state-of-the-art statistical methods to control and assess the potential confounding. Yet, because this assumption was not directly verifiable based on the observed data, we cannot rule out the possibility that unmeasured confounding exists.

The main advantage of causal inference approaches compared with more traditional approaches is that their design
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and analysis stages are separate (Rubin 2008; Stuart 2010). In the design stage, investigators design the study, creating a pseudo-population that mimics a randomized experiment, without using the outcome information. Only after the design stage is complete does the analysis stage begin, conducting outcome analysis on the pseudo-population. We considered the following three common and validated causal inference approaches: (1) GPS matching, (2) GPS weighting, and (3) GPS adjustment.

GPS Estimation The three proposed causal inference approaches required the estimation of GPS as their first step. In our study, we modeled the conditional density of exposure (i.e., zip code–level annual average PM$_{2.5}$) on the 14 zip code– or county-level time-varying covariates, as well as a dummy region variable and a dummy calendar year variable, by using a gradient boosting machine with normal residuals (Chen and Guestrin 2016; Zhu et al. 2015). The gradient boosting machine model is specified as: PM$_{2.5}$ ~ area-level risk factors + meteorological variables + dummy year + dummy region + ε, where ε ~ N(0, σ$^2$).

GPS Matching The GPS matching approach was newly developed by our team and is described in detail by Wu and colleagues (in review). The ultimate objective for matching is to construct matched datasets that approximate a randomized experiment as closely as possible by achieving good covariate balance. In the continuous exposure setting, the challenge is that it is unlikely that two units will have the exact same exposure level solely by matching on GPS. Therefore, we proposed a nearest-neighbor caliper-matching procedure with replacement, which jointly matches on both the estimated GPS and the exposure values. The closeness of exposure level guarantees that the matched unit is a valid representation of the same follow-up year. The Poisson regression model is specified as: log(\text{death counts}) ~ PM$_{2.5}$ + strata (age, race, sex, Medicaid eligibility, follow-up year) + offset (\text{log[person year]}). We fitted a weighted univariate Poisson regression model regressing the death count with offset term as the person–time on PM$_{2.5}$ exposure, incorporating the assigned weights and stratifying by the four individual-level characteristics and the same follow-up year. The Poisson regression model is specified as: log(\text{death counts}) ~ PM$_{2.5}$ + strata (age, race, sex, Medicaid eligibility, follow-up year) + offset (\text{log[person year]}), weights = f(PM$_{2.5}$)/GPS, where f(PM$_{2.5}$) is the marginal density function of exposure PM$_{2.5}$, which serves as a stabilizing term (Robins et al. 2000).

GPS Adjustment Following Hirano and Imbens seminal paper (2004), our covariate adjustment approach included the estimated GPS as a covariate in the outcome model. Hirano and Imbens showed that including the estimated GPS as a covariate together with the exposure in a bivariate outcome model can remove confounding bias when estimating causal ERs. We modeled the conditional expectation of the death counts given the exposure and the estimated GPS as a stratified Poisson regression with flexible formulation of bivariate variables, with the corresponding person–time offset. The outcome model was specified as: log(\text{death counts}) ~ PM$_{2.5}$ + PM$_{2.5}$ × GPS + GPS + GPS$^2$ + strata (age, race, sex, Medicaid eligibility, follow-up year) + offset (\text{log[person year]}). The form of the outcome model for GPS adjustment comes from Hirano and Imbens (2004), who proposed this outcome model. This is not the only or necessarily the best form of the outcome model but is one that has been proposed in the literature. In contrast to the GPS matching/weighting approaches, where the analysis is complete after fitting the Poisson regression model, for the GPS adjustment approach the coefficients from the Poisson regression model do not provide any causal interpretation; instead, the causal outcome analysis is conducted on the counterfactuals predicted by the Poisson model (Hirano and Imbens 2004). We fitted a univariate linear regression model regressing the counterfactual mean hazard rates for each PM$_{2.5}$ level, stratifying by four individual-level characteristics and the same follow-up year. The outcome

Mathematical Details of the GPS Matching Let $N$ denote the study sample size. For each study unit $j = 1, 2, ..., N$, $W_j$ denotes the annual average PM$_{2.5}$ concentration for unit $j$. $C_j$ denotes the zip code- or county-level time-varying covariates, which serve as potential confounders for unit $j$, including area-level risk factors, meteorological variables, year, and region. $Y(w)$ denotes the counterfactual outcome for unit $j$ at the exposure level $w$ (i.e., the anticipated death counts for unit $j$ had the annual average PM$_{2.5}$ been at level $w$). In our analysis, a study unit is defined as a zip code $z$ in a year $t$. Wu and colleagues (in review) showed the mathematical details of our newly developed matching approach.

We proposed a cross-validation procedure to find the optimal caliper $\delta$ that minimizes the covariate balance in the resulting matched pseudo-population. The optimized caliper results in $L = 50$ levels of exposure in our study.

GPS Weighting Following Robins and colleagues (2000), our weighting approach involves using the inverse of the GPS to weigh the observations. To stabilize the weights, we multiply the inverse of the GPS by the marginal probabilities of exposure. We constructed the weighted pseudo-population by using the inverse of estimated GPS to weigh each observation. We first checked the covariate balance on the weighted pseudo-population, and if covariate balance was achieved, we fitted a weighted univariate Poisson regression model regressing the death count with offset term as the person–time on PM$_{2.5}$ exposure, incorporating the assigned weights and stratifying by the four individual-level characteristics and the same follow-up year. The Poisson regression model is specified as: log(\text{death counts}) ~ PM$_{2.5}$ + strata (age, race, sex, Medicaid eligibility, follow-up year) + offset (\text{log[person year]}), weights = f(PM$_{2.5}$)/GPS, where f(PM$_{2.5}$) is the marginal density function of exposure PM$_{2.5}$, which serves as a stabilizing term (Robins et al. 2000).
linear regression model is specified as: \( E(\text{hazard rates}) = \text{PM}_{2.5} + \text{strata (age, race, sex, Medicaid eligibility, follow-up year)} \).

All five approaches were fitted on the 2000–2016 data. The 2000–2016 cohort consisted of 68,503,979 subjects (573,370,257 person-years); there were 27,106,639 deaths (39.6%; Table 1). For all models, we performed a stratified outcome model analysis by four individual-level characteristics: (1) a 5-year category of age at entry (65 to 69, 70 to 74, 75 to 79, 80 to 84, 85 to 89, 90 to 94, 95 to 99, and above 100 years of age); (2) race/ethnicity (White, Black, Asian, Hispanic, Native American, and other); (3) sex (male or female); and (4) an indicator variable for Medicaid eligibility (a surrogate for individual-level SES).

**Covariate Balance** For the GPS-based approaches, we assessed the quality of our study design and, in particular, evaluated the covariate balance for the constructed pseudo-population via absolute correlation. Our balance diagnostics were motivated by the balancing property of the GPS. The key is that if two variables are independent of one another, then the correlation between them will be zero. Covariate balance was evaluated using mean AC, with values <0.1 indicating high quality in simulating randomized experiments (Austin 2019; Wu et al. in review).

**Evaluation of Unmeasured Confounding** We conducted a sensitivity analysis to evaluate the robustness of our results to unmeasured confounding by calculating the E-value (Haneuse et al. 2019). The E-value for the point estimate of interest (in our case, the HR) can be defined as the minimal strength of an association, on the risk ratio scale, that an unmeasured confounder would need to have with both the exposure and outcome, conditional on the covariates already included in the model, to fully explain the observed association under the null. We calculated the E-values for our reported HRs per 10-μg/m³ increase of long-term exposure to PM\(_{2.5}\). The calculation of E-values can be implemented through the E-value calculator by Mathur and colleagues (2018), available at https://www.evalue-calculator.com/.

**Uncertainty Quantification** We evaluated the 95% CIs for all models by m-out-of-n subsampling block bootstrap to account for spatial correlation. We conducted the subsampling bootstrap with zip codes as the block units; that is, each bootstrap replicate contains a smaller number of zip codes compared with the original data set. Subsampling bootstrap was used to handle scenarios where the “i.i.d.” (independent and identically distributed) full bootstrap fails (Politis 2003). We used zip code as the sampling unit in the block bootstrap. We accounted for the correlation between observations within the same zip code by the “block” nature of the bootstrap procedure. By randomly sampling zip codes for each bootstrap replicate, we broke down spatial dependence given covariates. Therefore, it was less likely that our results were affected by spatial correlation. We recalculated the GPS and refitted the outcome model in each bootstrap replicate to ensure that the bootstrapping procedure jointly accounted for the variability associated both with the GPS estimation and with the outcome model.

**Total Events Avoided** We estimated the total number of deaths that would have been avoided among the elderly per decade if all areas were in compliance with the previous World Health Organization guidelines (≤10 μg/m³ annual PM\(_{2.5}\) exposure) (World Health Organization 2005). Nethery and colleagues (2019) identified, named, and defined the causal quantity Total Events Avoided (TEA) as the difference in the expected number of health events under counterfactual pollution exposures and the observed number of health events under factual pollution exposures. Such a causal quantity is particularly related to the health policy that aims to answer the question “How many deaths were avoided in the Medicare population per decade due to NAAQS changes in PM\(_{2.5}\) over the same time period?”

We created the counterfactual PM\(_{2.5}\) exposures if all zip codes in the continental United States had complied with the previous World Health Organization guidelines (≤10 μg/m³ annual PM\(_{2.5}\)). For zip codes that did not comply with the standard until 2016, their counterfactual was assumed to be exposure exactly at this hypothesized standard (10 μg/m³). This was a conservative estimate, because it answered the question of TEA if these zip codes were exactly at 10 μg/m³ and not lower. For zip codes already in compliance, we assumed their concentration was unchanged, which otherwise would result in an even higher TEA.

We compared this counterfactual scenario with the factual scenarios during the most recent decade (2007–2016). For zip codes with annual PM\(_{2.5}\) concentration >12 μg/m³, the numbers for the TEA were obtained using the most conservative HR from our main analysis (HR = 1.23 [95% CI, 1.18 to 1.28]; see Table 2). For zip codes with annual PM\(_{2.5}\) concentration 10–12 μg/m³, the numbers for the TEA were obtained using the most conservative HR from our low-level analysis (HR = 1.23 [95% CI, 1.18 to 1.28]; see Table 2). Zip codes with annual PM\(_{2.5}\) concentration <10 μg/m³ did not contribute to the TEA. For the CI calculation, we used the lower and upper bounds of the 95% CIs from the HR estimates (which were obtained by bootstrap).

**3.4. RESULTS**

Our causal inference framework lends itself to the evaluation of covariate balance for measured confounders. The covariate balance indicates the quality of the causal inference approach in simulating randomized experiments and informs the degree to which one can make a valid causal assessment. Covariate balance was evaluated using mean AC, with values <0.1 indicating high quality in simulating randomized experiments. Figure 5 shows that the AC was smaller than 0.1 using causal inference GPS methods (matching and weighting), thus strengthening the interpret-
Figure 6 summarizes the effect estimates for the period 2000–2016. The effect estimates are presented as HRs per 10-μg/m\(^3\) increase in annual PM\(_{2.5}\). 95% CIs for all models were evaluated by m-out-of-n block bootstrap to account for spatial correlation. More specifically, we recalculated the GPS and refitted the outcome model in each bootstrapped sample to ensure that the bootstrapping procedure jointly accounted for the variability associated both with the GPS estimation and the outcome model. For the period 2000–2016, we found that all statistical approaches provided consistent results: a 10-μg/m\(^3\) decrease in PM\(_{2.5}\) led to a statistically significant decrease in mortality rate ranging between 6% and 7% (= 1 − 1 /HR) (HR estimates 1.06 [95% CI, 1.05 to 1.08] to 1.08 [95% CI, 1.07 to 1.09]). The estimated HRs were larger when studying the cohort of Medicare beneficiaries that were always exposed to PM\(_{2.5}\) levels lower than 12 μg/m\(^3\) (1.23 [95% CI, 1.18 to 1.28] to 1.37 [95% CI, 1.34 to 1.40]). Our results are consistent with recent epidemiological studies reporting a stronger association between long-term exposure to PM\(_{2.5}\) and adverse health outcomes at exposure levels below the national standards, suggesting no safe threshold for harmful pollution (Shi et al. 2016; Villeneuve et al. 2015). It is also important to point out that, when estimating HRs at levels below or equal to 12 μg/m\(^3\), the causal inference approaches produce smaller estimates of the HRs than the traditional regression. We hypothesize that this might be due to model misspecification of the traditional regression (which assumes that the confounding adjustment is linear), whereas in the context of the GPS, we do not need to make this assumption. Also, the low values of the AC in Figure 5 reassure us that the GPS approaches provided an adequate adjustment for measured confounding bias. Unfortunately, similar diagnostics for a regression model cannot be implemented.

We also found a statistically significant link between PM\(_{2.5}\) exposures and all-cause mortality for the period 2000–2012 (Table 2), showing the consistency of the scientific evidence with Di and colleagues (2017b). The estimated HRs were obtained under four cohorts using five different statistical approaches (two traditional regression approaches and three causal inference approaches). The results of sensitivity analyses (1) excluding year and (2) excluding meteorological variables.

### Table 2. HRs and 95% CIs

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Methods</th>
<th>Main Analysis</th>
<th>Not Adjusted for Year</th>
<th>Not Adjusted for Meteorological Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000–2016</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Matching</td>
<td>1.068 (1.054, 1.083)</td>
<td>1.089 (1.075, 1.103)</td>
<td>1.077 (1.063, 1.092)</td>
</tr>
<tr>
<td></td>
<td>Weighting</td>
<td>1.076 (1.065, 1.088)</td>
<td>1.144 (1.134, 1.154)</td>
<td>1.087 (1.076, 1.098)</td>
</tr>
<tr>
<td></td>
<td>Adjustment</td>
<td>1.072 (1.061, 1.082)</td>
<td>1.115 (1.103, 1.128)</td>
<td>1.061 (1.050, 1.072)</td>
</tr>
<tr>
<td></td>
<td>Cox</td>
<td>1.066 (1.058, 1.074)</td>
<td>1.172 (1.164, 1.180)</td>
<td>1.058 (1.050, 1.066)</td>
</tr>
<tr>
<td></td>
<td>Poisson</td>
<td>1.062 (1.055, 1.069)</td>
<td>1.166 (1.158, 1.174)</td>
<td>1.057 (1.049, 1.064)</td>
</tr>
<tr>
<td>2000–2016 Low Level*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Matching</td>
<td>1.261 (1.233, 1.289)</td>
<td>1.318 (1.287, 1.349)</td>
<td>1.251 (1.222, 1.280)</td>
</tr>
<tr>
<td></td>
<td>Weighting</td>
<td>1.268 (1.237, 1.300)</td>
<td>1.387 (1.355, 1.419)</td>
<td>1.262 (1.232, 1.291)</td>
</tr>
<tr>
<td></td>
<td>Adjustment</td>
<td>1.231 (1.180, 1.284)</td>
<td>1.424 (1.327, 1.527)</td>
<td>1.233 (1.169, 1.299)</td>
</tr>
<tr>
<td></td>
<td>Cox</td>
<td>1.369 (1.340, 1.399)</td>
<td>1.569 (1.536, 1.602)</td>
<td>1.358 (1.330, 1.387)</td>
</tr>
<tr>
<td></td>
<td>Poisson</td>
<td>1.347 (1.320, 1.375)</td>
<td>1.541 (1.510, 1.573)</td>
<td>1.343 (1.316, 1.370)</td>
</tr>
<tr>
<td>2000–2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Matching</td>
<td>1.055 (1.042, 1.068)</td>
<td>1.085 (1.072, 1.098)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weighting</td>
<td>1.067 (1.056, 1.079)</td>
<td>1.114 (1.103, 1.125)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adjustment</td>
<td>1.047 (1.037, 1.057)</td>
<td>1.078 (1.065, 1.090)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cox</td>
<td>1.059 (1.051, 1.067)</td>
<td>1.128 (1.120, 1.136)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poisson</td>
<td>1.055 (1.048, 1.063)</td>
<td>1.123 (1.116, 1.131)</td>
<td></td>
</tr>
<tr>
<td>2000–2012 Low Level*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Matching</td>
<td>1.271 (1.241, 1.301)</td>
<td>1.293 (1.262, 1.324)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weighting</td>
<td>1.298 (1.254, 1.344)</td>
<td>1.383 (1.343, 1.425)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adjustment</td>
<td>1.233 (1.176, 1.292)</td>
<td>1.385 (1.291, 1.485)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cox</td>
<td>1.367 (1.331, 1.404)</td>
<td>1.538 (1.497, 1.580)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poisson</td>
<td>1.342 (1.308, 1.377)</td>
<td>1.509 (1.471, 1.548)</td>
<td></td>
</tr>
</tbody>
</table>

* Low level = Medicare beneficiaries exposed to PM\(_{2.5}\) ≤ 12 μg/m\(^3\). (From Wu et al. 2020, © the Authors, some rights reserved; exclusive licensee AAAS. Distributed under a CC BY-NC 4.0 License.)
Figure 5. Mean AC for unadjusted, weighted, and matched populations. Mean AC was smaller than 0.1 using causal inference GPS methods (matching and weighting). AC values of <0.1 indicate good covariate balance, strengthening the interpretability and validity of our analyses as providing evidence of causality. From Wu et al 2020*

Figure 6. HR and 95% CIs. The estimated HRs were obtained under five different statistical approaches (two traditional approaches and three causal inference approaches) and were adjusted by 10 potential confounders, four meteorological variables, geographic region, and year. From Wu et al 2020*

*Figures 5 and 6 © the Authors, some rights reserved; exclusive licensee AAAS. Distributed under a CC BY-NC 4.0 License, http://creativecommons.org/licenses/by-nc/4.0/.
variables are provided in Table 2. When we reanalyzed all data excluding year as a covariate, the estimated HRs were larger in magnitude, potentially indicating residual confounding bias by some unmeasured confounders with time trends that covary with time trends in the outcome and exposure. The estimated HRs for the period 2000–2012 were not identical with those of Di and colleagues (2017b) because of the following updates in our data pipeline: (1) In the Phase 1 report, we used PM$_{2.5}$ exposure data predicted by a hybrid prediction model using a chemical transport model and land-use regression (Di et al. 2016). In this final report, we now use PM$_{2.5}$ exposure data predicted by an ensemble-based model with a better prediction performance (Di et al. 2020). (2) We have reconstructed the principal confounder data from the U.S. Census and American Community Surveys using an updated fully reproducible pipeline described in the Appendix of the report. Given the updates in the data sources, there is no guarantee that the estimated HRs from the statistical models will be identical. Reassuringly, both data analyses found a steady positive relationship between long-term exposure to ambient PM$_{2.5}$ and all-cause mortality and thus further prove that the evidence is robust.

We estimated the total number of deaths avoided among the elderly in a decade if, hypothetically, the U.S. standards had followed the World Health Organization annual guideline of ≤10 μg/m$^3$ and all zip codes had complied. For this calculation, we used the most conservative HR estimate across all statistical approaches (HR = 1.06 [95% CI, 1.05 to 1.08] and 1.23 [95% CI, 1.18 to 1.28]). We found that lowering the standards to 10 μg/m$^3$ would have saved 143,257 lives (95% CI, 115,581 to 170,645) in one decade.

**Evaluation of Unmeasured Confounding** We conducted a sensitivity analysis to evaluate the robustness of our results to unmeasured confounding by calculating the E-value. The E-value for the point estimate of interest (in our case, the HR) can be defined as the minimal strength of an association, on the risk ratio scale, that an unmeasured confounder would need to have with both the exposure and outcome, conditional on the covariates already included in the model, to fully explain the observed association under the null. We calculated the E-values for our reported HRs per 10-μg/m$^3$ increase of long-term exposure to PM$_{2.5}$. For our main analysis (2000–2016) under a Poisson model, we found that for an unmeasured confounder (U) to fully account for (nullify) the estimated effects of the exposure (E) on the outcome (Y), it would have to be associated with both long-term PM$_{2.5}$ exposure (E) and with mortality (Y) by a risk ratio of at least 1.32-fold each, through pathways independent of all covariates already included in the model. In other words, if we were to include this U, the association between the long-term effects of PM$_{2.5}$ on mortality would become null. A 1.32 risk ratio means that U would need to lead to a 32% increase in the risk of mortality (Y); and (2) when comparing two groups, one with exposure to PM$_{2.5}$ that is 10 μg/m$^3$ higher than the other (E = low versus E = high), the higher exposure group would have a 32% higher prevalence of that unmeasured confounder than the lower exposure group. Please note that the E-value cannot address how likely it is for unmeasured confounding to exist. The interpretation of the E-value requires substantive knowledge. Also, the E-value does not account for potential bias due to other mechanisms, such as measurement error, selection bias, or selective reporting of results. The interpretation of the E-value also has to be coupled with other strengths and weaknesses of the study designs (VanderWeele and Ding 2017).

Additional supplementary materials are available online at https://advances.sciencemag.org/content/suppl/2020/06/26/sciadv.aba5692.DC1.
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### 4. NATIONAL CAUSAL INFERENCE ANALYSIS ON LONG-TERM EXPOSURE-RESPONSE CURVES FOR PM$_{2.5}$, NO$_2$, AND O$_3$ ON ALL-CAUSE MORTALITY

We applied the proposed GPS matching method to estimate the effect of long-term exposures to PM$_{2.5}$, NO$_2$, and O$_3$ on all-cause mortality. Figure 7 shows the average causal ERCs of each pollutant on all-cause mortality among Medicare beneficiaries (2000–2016). For each pollutant, we present the ERCs in HR associated with long-term exposure to one of the three pollutants with all-cause mortality, using (1) multiple-pollutant models adjusting for the other two pollutants as potential confounders and (2) single-pollutant models without...
adjusting for the other pollutants. As a sensitivity analysis, Appendix Figure 1 (available on the HEI Website) shows the ERCs in HRs associated with long-term exposure to PM$_{2.5}$ with all-cause mortality, adjusting for only one pollutant (NO$_x$) as a potential confounder. We defined the baseline rate as the estimated HR corresponding to an exposure level equal to the 1st percentile of the distribution of that pollutant (the 1st percentile corresponds to 2.77 µg/m$^3$, 3.41 ppb, and 29.48 ppb for PM$_{2.5}$, NO$_2$, and O$_3$, respectively). To avoid extrapolation at the support boundaries, we excluded the highest 1% and lowest 1% of pollutants exposures when plotting the ERCs. Therefore, by setting the baseline hazard at the 1% quantile levels, we ensured that HR = 1.0 at the starting value of the x-axis for each of the ERCs in all figures.

We found evidence of a harmful causal relationship between mortality and long-term PM$_{2.5}$ exposures adjusted for NO$_2$ and O$_3$ across the range of annual averages between 2.77 and 17.16 µg/m$^3$ (included >98% of observations) in the entire Medicare beneficiaries across the continental United States from 2000 to 2016 (Figure 7). Our results are consistent with recent epidemiological studies reporting a strong association between long-term exposure to PM$_{2.5}$ and adverse health outcomes at low exposure levels. Importantly, the curve is almost linear at exposure levels lower than the current standards, indicating aggravated harmful effects at exposure levels even below the national standards.

There is, in general, a harmful causal impact of long-term NO$_2$ exposures to mortality adjusted for PM$_{2.5}$ and O$_3$ across the range of annual averages between 3.4 and 80 ppb (included >98% of observations). Yet at low levels (annual mean ≤53 ppb) below the current national standards, the causal impacts of NO$_2$ exposures on all-cause mortality are nonlinear with statistical uncertainty.

The ERCs of long-term O$_3$ exposures on all-cause mortality adjusted for PM$_{2.5}$ and NO$_2$ are almost flat below 45 ppb, which shows no statistically significant effect. Yet we observed an increased hazard when the O$_3$ exposures were higher than 45 ppb, and the HR is approximately 1.10 when comparing Medicare beneficiaries with annual mean O$_3$ exposures of 50 ppb with those with 30 ppb.

Comparing the results from multiple- and single-pollutant models, we found that adjusting for the other two pollutants slightly attenuated the causal effects of PM$_{2.5}$ and slightly elevated the causal effects of NO$_2$ exposure on all-cause mortality. The results for O$_3$ remained almost unchanged. We also reported results adjusting only for NO$_2$ (Appendix Figure 1). We found at the low level of PM$_{2.5}$ (below 12 µg/m$^3$) that the ERC was similar to the ERC obtained when adjusting for both NO$_2$ and O$_3$. However, we found a sharper slope for the ERC in the region with higher levels of PM$_{2.5}$ (>12 µg/m$^3$).

The multipollutant model results are shown in Appendix Table 1 using both the GPS matching method and multivariate Poisson regression method, assuming that the ERC is always linear (i.e., a constant HR). We found a consistently statistically significant link between long-term PM$_{2.5}$ exposures and all-cause mortality. Consistent with the ERC results, we found, in general, that adjusting for the other two pollutants slightly attenuated the causal effects for PM$_{2.5}$.

When comparing the ERC results in Figure 7 and the HRs in Appendix Table 1, it is important to note that in the ERC estimate, we used a kernel smoothing approach, a nonparametric approach, to flexibly estimate the ERC. We used the estimated HR at approximately 2.7 µg/m$^3$ (the 1% quantile of PM$_{2.5}$ levels) as the baseline hazard. In the HR estimate, we used a Poisson regression model (a fully parametric approach). Here we assume a baseline level is at PM$_{2.5}$ levels 0 µg/m$^3$ and a constant. The regression model coefficient (in Appendix Table 1) represents the HR comparing the mortality rate in the population who were exposed to PM$_{2.5}$ levels that were 10 µg/m$^3$ higher than those who were exposed to baseline PM$_{2.5}$ levels (0 µg/m$^3$) under the linearity assumption. Given that the definition of baseline HR (i.e., mortality rate) and the model specifications are different under these two distinct modeling strategies, the HRs were not directly comparable quantitatively. Still, we observed a consistently increased mortality rate linked with the increased PM$_{2.5}$ exposure in the ERC analysis.

We found no evidence of a statistically significant link between long-term NO$_2$ exposures and all-cause mortality under the GPS matching method with the assumption of a constant HR, whereas we found a statistically significant positive association between long-term NO$_2$ exposures and all-cause mortality under a multivariate Poisson regression method with the assumption of a constant HR. We also found no evidence of a relationship between long-term O$_3$ exposures and all-cause mortality under a GPS matching method with the assumption of a constant HR, whereas we found a statistically significant negative association between long-term O$_3$ exposures and all-cause mortality under a multivariate Poisson regression method with the assumption of a constant HR and adjustment of the other two pollutants.

It is important to note that we found highly nonlinear relationships between both NO$_2$ and O$_3$ and all-cause mortality (shown in Figure 7). In these cases, assuming either a GPS matching method or a multivariate Poisson regression method with a constant HR (linear ERC) is subject to model misspecification. Based on the evidence of nonlinearity, we do not believe that these results are correctly modeled when modeled linearly under either the GPS matching method or multivariate Poisson regression method. Such model misspecifications may also partially explain the discrepancy between the results from the GPS matching method and the multivariate Poisson regression method.
Figure 7. Estimated ERCs relating PM$_{2.5}$, NO$_2$, and O$_3$ to all-cause mortality among Medicare beneficiaries (2000–2016) with associated 95% confidence bands. The left panel presents the ERCs in HRs associating long-term exposure to one pollutant with all-cause mortality adjusting for the other two pollutants as potential confounders. The right panel represents the ERCs of single-pollutant models without adjusting for the other two pollutants. We defined the baseline rate as the estimated hazard rate corresponding to an exposure level set at the 1st percentile of the distribution of each pollutant. The HRs were calculated as the ratio of the hazard rate at every exposed level to the baseline rate. To avoid potential unstable behavior at the support boundaries, we excluded the highest 1% and lowest 1% of pollutants exposures.
5. PIPELINE FOR REPRODUCIBLE RESEARCH

In this section, we present our open science framework for the largest study conducted to date on the long-term effects of air pollution on mortality. Before we present details on our pipeline for reproducibility, we start with a general introduction to challenges and opportunities in reproducible research.

5.1. INTRODUCTION

Threats of high costs associated with implementation and compliance with air quality regulations have spurred increasingly contentious legal challenges to these regulations, and the scientific evidence for harmful effects of air pollution is being subjected to unprecedented scrutiny. Central to current debates are issues related to access to the data, transparency, and reproducibility of studies that constitute the scientific basis supporting regulatory decisions.

The Clean Air Act requires the EPA to periodically review the science for six major air pollutants, including particulate matter. The EPA’s National Center for Environmental Assessment develops Integrated Science Assessments summarizing the science related to the health and ecological effects caused by these six pollutants. Integrated Science Assessments provide a comprehensive review of the policy-relevant scientific literature published since the last NAAQS review and are a critical part of the scientific basis for establishing the NAAQS.

5.2. REPLICABILITY VERSUS REPRODUCIBILITY

A study is replicated when new data are collected and analyzed, independently, by a new set of investigators (Stodden et al. 2016). Air pollution studies in the United States, Europe, and countries around the world have provided consistent evidence that exposure to PM$_{2.5}$ increases the risk of death and other adverse health outcomes. Consistency of the evidence across many studies is a step toward independent replication.

A study is reproduced when the same data are reanalyzed, independently, by a new set of investigators (Peng 2015). Classic examples of reproducibility were the reanalyses of the Harvard Six Cities Study and the American Cancer Society Study (Krewski et al. 2003; Krewski et al. 2009). However, most air pollution health studies are not reproducible, often because of the strict privacy requirements these studies must abide by. The historical reliance on cohort health studies creates barriers to reproducibility that are nearly impossible to overcome. Because of the privacy restrictions on health data collected on the participants in such cohort studies, the underlying data simply cannot be shared: redacting “names, addresses, any other identifying information” from confidential data, as has been previously advocated, is not enough to make it sharable. Furthermore, reproducing and updating results from such studies with more recent data is challenging because these cohorts are typically “closed” for further enrollment of participants. Initiating new cohort studies is prohibitive because of the sheer cost of conducting such studies and the length of time—often 10 to 20 years—before results can be obtained.

Despite the reanalyses of the Harvard Six Cities Study and the American Cancer Society Study, as well as the open process used by the EPA to review all the scientific evidence (U.S. Environmental Protection Agency 2020b), there is still the challenge of going beyond consistent evidence. We argue that in this new era of data science, although in principle it is possible to ensure full reproducibility, the process of doing so is highly complex because of the necessary sophistication of the data and analytical methods.

5.3. TOWARD OPEN SCIENCE IN AIR POLLUTION EPIDEMIOLOGY: A FIRST

In a recent article of ours (Wu et al. 2020), we reported on the largest study conducted to date on the long-term effects of air pollution (PM$_{2.5}$) on mortality (also see Section 2 of this report). Here we provide the details that make this huge study reproducible. We stress that the study relied entirely on publicly available data. More specifically, to overcome the privacy barriers to transparency and reproducibility, we did not use a traditional cohort. We relied instead on privacy-protected but publicly available Medicare health data that included almost 97% of the U.S. population older than 65 years over the years 2000–2016. We have no influence on who has access to the Medicare health claims data we used in our study; any individual or institution can submit a data access request to the Centers for Medicare & Medicaid Services and obtain the exact same files we used (see https://www.resdac.org/ for details on how to obtain these files).

In most cohort studies, the data processing and statistical software programs to implement analyses are not generally made publicly available. In Wu and colleagues (2020), we made the software code and workflows available in open, trusted digital repositories. Reproducibility instructions and open-source software are hosted on GitHub and are publicly available at https://github.com/NSAPH/National-Causal-Analysis. In Figure 8, we describe the steps of the workflow we used in Wu and colleagues (2020).

We begin the “Data Acquisition” step (Figure 8, left panel) by curating and acquiring data sets from a diverse set of sources. These included publicly purchasable health data obtained from the Centers for Medicare & Medicaid Services (https://www.resdac.org/; we purchased the following file: 100% MBSF - MASTER BENEFICIARY SUMMARY FILE [MBSF] base, years); freely available data on population-level characteristics obtained from the Centers for Disease Control and Prevention and the United States Census Bureau; and freely available meteorological data from Google Earth Engine. In addition, freely available data from the National Aeronautics and Space Administration, National Oceanic and
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Atmospheric Administration, United States Geological Survey, and Multi-Resolution Land Characteristics Consortium were used to develop our air pollution prediction models. Additional details on the data acquisition can be found in the GitHub repository.

Following acquisition of the data, the “Data Joining and Harmonization” step (Figure 8, middle panel) involved developing and applying code for data processing to ensure that these diverse sources could be used together, by linking and harmonizing the data based on spatial and temporal resolutions. All code used for the data joining and harmonization is made publicly available on GitHub to ensure reproducibility.

The last step involves the “Statistical Analyses” (Figure 8, right panel), for which we developed novel statistical methodology to analyze the data. All code used for the statistical analyses is made publicly available on GitHub as well (https://github.com/NSAPH/National-Causal-Analysis). Table 3 lists all of the publicly available original data sources used in our analyses.

5.4. DETAILS ON THE PIPELINE FOR ENSURING REPRODUCIBILITY

To ensure the reproducibility of our workflow, we developed software codes that allow investigators to reproduce the entire pipeline associated with our study “Evaluating the Impact of Long-Term Exposure to Fine Particulate Matter on Mortality Among the Elderly” (Wu et al. 2020). This code is openly available on GitHub (https://github.com/NSAPH/National-Causal-Analysis). Reproducible code is provided to run all analysis after obtaining the publicly available exposure data (https://beta.sedac.ciesin.columbia.edu/data/set/aqdh-pm2-5-concentrations-contiguous-us-1-km-2000-2016) and after purchasing the following Centers for Medicare & Medicaid Services file for each year for the health data: 100% MBSF.

More specifically, the GitHub repository is structured into five components, described in detail below:

1. **Confounders Directory** — Contains the process and code by which the zip code–level demographic data, smoking and BMI data, and weather data are acquired and prepared for use, including details on how to acquire them.
Table 3. Data Sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Dataset</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA</td>
<td>Reanalysis meteorological data</td>
<td><a href="http://www.noaa.gov/">http://www.noaa.gov/</a></td>
</tr>
<tr>
<td>NASA</td>
<td>MAIAC AOD data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surface reflectance data</td>
<td><a href="https://www.nasa.gov/">https://www.nasa.gov/</a></td>
</tr>
<tr>
<td></td>
<td>NDVI data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OMI Aerosol Index Data</td>
<td><a href="http://acmg.seas.harvard.edu/geos/">http://acmg.seas.harvard.edu/geos/</a></td>
</tr>
<tr>
<td></td>
<td>GEOS-Chem simulation outputs</td>
<td></td>
</tr>
<tr>
<td>Census Bureau</td>
<td>Road density, population count and area</td>
<td><a href="https://www.census.gov/">https://www.census.gov/</a></td>
</tr>
<tr>
<td>MRLC</td>
<td>National Land Cover Dataset</td>
<td><a href="https://www.mrlc.gov/">https://www.mrlc.gov/</a></td>
</tr>
<tr>
<td>EPA</td>
<td>AQS monitoring data (PM$_{2.5}$ and O$_3$)</td>
<td><a href="https://www.epa.gov/aqs">https://www.epa.gov/aqs</a></td>
</tr>
<tr>
<td>CMS</td>
<td>Medicare denominator files</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medicare Current Beneficiary Survey</td>
<td><a href="https://www.cms.gov/">https://www.cms.gov/</a></td>
</tr>
<tr>
<td>CDC</td>
<td>BMI, smoking rate</td>
<td><a href="https://www.cdc.gov/">https://www.cdc.gov/</a></td>
</tr>
</tbody>
</table>

AOD = aerosol optical depth; GEOS = Goddard Earth Observing System; MAIAC = Multi-Angle Implementation of Atmospheric Correction; MRLCD = Multi-Resolution Land Characteristics (consortium); NASA = National Aeronautics and Space Administration; NDVI = normalized difference vegetation index; NOAA = National Oceanographic and Atmospheric Administration; OMI = Ozone Monitoring Instrument.

* Detailed list and software codes are available at https://github.com/NSAPH/National-Casual-Analysis.

2. **Exposures Directory** — Describes the preparation of the PM$_{2.5}$ data and links to them

3. **HealthOutcomes Directory** — Contains the code used to process data from the Medicare Beneficiary Summary Files obtained from the Centers for Medicare & Medicaid Services

4. **MergedData Directory** — Contains the process and code by which all these data sources can be combined for analysis

5. **StatisticalAnalysis Directory** — Contains code for conducting all statistical analyses reported in the current report

We have included as much data as we are allowed to share and can feasibly include in a GitHub repository (some files are too large to share). Where we were unable to share data, we have provided instructions on how to acquire the source data and prepare it for use with the data pipelines.

**Confounders Directory** The confounders directory contains the code for preparing data used as confounders, with the following subdirectories. For each subdirectory, we have described the input data, provided processing code, and described the final output.

1. The BRFSS directory contains the code needed to process smoking and BMI information from the Centers for Disease Control and Prevention’s BRFSS data set. All data have been linked from the county level to the zip code level, as shown in Appendix Figure 2 (available on the HEI Website).

2. The census directory contains the code needed to process zip code–level demographic data from the U.S. Census and American Community Survey at the zip code level, as shown in Appendix Figure 3 (available on the HEI Website).

3. The earth_engine directory contains the code needed to process zip code–level temperature, humidity, and precipitation data from Google Earth Engine, as shown in Appendix Figure 4 (available on the HEI Website).

**Exposures Directory** For the Exposures Directory, we used a series of .RDS files containing annual estimates of mean PM$_{2.5}$ for each zip code (Di et al. 2019). These are available publicly at https://beta.sedac.ciesin.columbia.edu/data/set/aqdd-pm2-5-concentrations-contiguous-us-1-km-2000-2016. We have included a description of how the data were created and a link to the data.
HealthOutcomes Directory  The HealthOutcomes directory contains the code needed to prepare the initial mortality data set before merging it with the confounder and exposure data. We used the Medicare Beneficiary summary file from 1999–2016 to create this data set.

MergedData Directory   The MergedData directory contains the code needed to clean and merge exposure, covariate, and health data to produce combined data sets covering the period 1999–2016 that can be used to estimate the effects of air quality exposures on health outcomes. This highly detailed process is shown in Appendix Figure 5 (available on the HEI Website), the output of which is the dataset used for our statistical analysis.

StatisticalAnalysis Directory The StatisticalAnalysis directory contains the code needed to conduct the statistical analysis. The input is the merged fst files described in the MergedData directory.

5.4.1. Computational Aspects

All processing and analysis described above were conducted on the Research Computing Environment (Hammer et al. 2020) supported by the Institute for Quantitative Social Science in the Faculty of Arts and Sciences at Harvard University. It should be noted that the scale of the Research Computing Environment in terms of computing and storage resources allowed us to undertake studies on the entire Medicare population, as described above. This study is reproducible: it relies entirely on publicly available data, as described above. In a recent commentary in Science, Susan Cosier (2018) pointed to the importance of our work for promoting open, reproducible evidence that can be used to inform public policy.

6. ONGOING WORK

In this section, we summarize our ongoing work on the project.

6.1. HARMONIZED ANALYSES ACROSS U.S., CANADIAN, AND EUROPEAN COHORTS

We are grateful to HEI for allowing us to continue our analyses for one more year with the specific goal of increasing harmonization across three key studies on low-level exposure: (1) the Harvard Medicare study in the United States (PI Francesca Dominici); (2) the Mortality–Air Pollution Associations in Low-Exposure Environments (MAPLE) study in Canada (PI Michael Brauer); and (3) and the Effects of Low-Level Air Pollution: A Study in Europe (ELAPSE) study (PI Bert Brunekreef). As part of our proposed work, we will do the following:

1. Identify common analyses, using, for example, similar statistical methods, similar spatial resolution for the exposure models, and a common set of confounders across the studies.

2. Develop a professional R software package and facilitate the application of our methods for causal inference to Canadian and European cohorts.

3. Assess the sensitivity of our exposure effect estimates to various adjustments for confounding and to various approaches to spatial aggregation. Our models will include the same sets of confounders being investigated by the other two research groups, depending on data availability. Medicare data has a limited number of individual-level confounders but an extensive number at the zip code level.

4. Apply the extended shape constrained health impact function approach (Brauer et al. 2019) to the Medicare data with a harmonized set of covariates to estimate a causal response function. This will provide the opportunity to conduct a harmonized analysis that will use a common set of covariates and a common approach for the estimation of the ER function across all three cohorts.

Repeat our previous analysis using the following exposure estimates from the MAPLE study (Randall Martin’s team [https://sites.wustl.edu/acag/datasets/]):

a. Surface PM2.5 + Components – 2000–2017 (van Donkelaar et al. 2019 #83)

b. Surface NO2 – 1996–2012 (Geddes at al. 2016 #111)

6.2. SOFTWARE DEVELOPMENT

We have established a collaboration with professional software engineers Mahmood Shad and Naeem Khoshnevis (Faculty of Arts & Sciences Research Computing, Harvard University, Cambridge, MA) to refactor the source code of a paper by Wu and colleagues (in review) and create an R package, meeting the best software engineering practices. This will allow us to

1. Provide an important tool for the research community.

2. Overcome computational scalability issues.

3. Allow the ELAPSE team to use the code on their own datasets with few or no barriers. As part of the code development, we will ask the ELAPSE team to share synthetic data with us to ensure that the code is refactored to meet a wide range of input datasets, including their data.

7. DISCUSSION AND CONCLUSIONS

Our work provides comprehensive evidence about causal associations between exposure to PM2.5, NO2, and O3 and various health outcomes. More specifically, in this final report, we have reported results on the causal link between long-term exposure to PM2.5, even at PM2.5 levels below or equal to 12 μg/m3 and mortality among Medicare beneficiaries (Wu et al. 2020). This work relies on newly developed causal inference methods for continuous exposures (Wu et al. in review).
we conclude that conditionally on the required assumptions of causal inference for simulating randomized experiments, assessment of covariate balance that indicates the quality of causal inference approaches, and (3) the transparent evaluation of covariate balance. However, it is important to note that if the models are accurately specified and all assumptions are met, traditional approaches have the potential to help identify causal relationships as well.

In the case of analysis at low levels of PM$_{2.5}$ (below or equal to 12 µg/m$^3$), it is more likely that the traditional methods are subject to model misspecification and thus that the results may be biased. Both methods provide meaningful scientific evidence that higher PM$_{2.5}$ levels are linked to higher risks of all-cause mortality, given that the underlying statistical assumptions were met. We have conducted additional sensitivity analyses using a Poisson model in which we added penalized spline terms for every potential confounder, thus allowing for flexible nonlinear adjustments. We found that a more flexible regression model specification may help adequately adjust for confounding: when implementing these models, we found results similar to those for the causal inference approaches (Appendix Table 2). However, running multivariate regression models with flexible splines for every potential confounder is much more computationally burdensome. In addition, newly developed causal inference methods allow a transparent assessment of covariate balance. The covariate balance assessment can help researchers understand whether their models are adequately controlled for every measured confounder. Such assessment is not straightforward in traditional multivariate regression approaches.

Our work estimates causal relationships using causal inference methods, addressing just one of Dominici and Zigler’s three notions of what constitutes scientific evidence of causality. The collective evidence across studies conducted in various populations, using various study designs and methods, is also imperative to inform regulatory action. A recent meta-analysis found robust evidence for an effect on mortality across 52 cohort studies at PM$_{2.5}$ levels below 10 µg/m$^3$ (Vodonos et al. 2018).

Exposure to PM$_{2.5}$ was estimated from a prediction model, which, while very good, was not perfect. The PM$_{2.5}$ exposure prediction model developed by Di and colleagues (2019) that was used in this analysis indicated excellent model performance, with a 10-fold cross-validated $R^2$ of 0.89 for annual PM$_{2.5}$ predictions. However, exposure error could have affected all the HR estimates. In the original study by Di and colleagues (2017b), the investigators assessed the robustness of the results to the exposure predictions by repeating the analysis based on PM$_{2.5}$ exposure data obtained from 1.928 EPA ambient monitors. The additional analysis was restricted to the subpopulation of individuals within 50 km of these monitors. Although this subset did not represent the entire...
population, we found that the analysis based on nearest monitoring site led to an HR estimate that was only slightly lower than the one obtained using the exposure prediction model (i.e., 1.061 [95% CI, 1.059 to 1.063] versus 1.073 [95% CI, 1.071 to 1.075]). Although these results are reassuring, we recognize that they are not a substitute for a formal analysis that accounts for exposure error. Furthermore, in Section 2, we provided evidence that the accuracy of these exposure prediction models for PM$_{2.5}$ was actually higher at lower concentrations.

How to propagate exposure error under a causal inference framework for a continuous exposure under a causal inference framework is still an area of active research; the presence of exposure measurement error could induce a bias toward the null in all of our estimates (Kioumourtzoglou et al. 2014). The majority of causal inference methods make the simplifying assumption of an exposure measured without error (Bang and Robins 2005; Hernán et al. 2000; Robins et al. 2000; Rosenbaum and Rubin 1983; Rubin and Thomas 1996; Van der Laan and Rose 2011). The issue of an error-prone exposure drastically complicates causal inference problems. Failure to account for exposure error has been shown to lead to invalid inference (Carroll et al. 2006; Sarnat et al. 2010; Szpiro et al. 2011). To our knowledge, methods for estimating causal ERCs that account for error-prone exposures do not exist. Although measurement error has been extensively studied outside of causal inference settings, accounting for exposure measurement error in causal inference for continuous exposures is a completely new endeavor. This is because the exposure measurement error affects (1) estimation of the GPS, (2) implementation of the GPS (e.g., matching and weighting), and (3) the health outcome model (Braun et al. 2017). In addition, in the context of our studies, where air pollution exposures were aggregated to zip codes (because exact residential addresses were not available), additional uncertainty may arise from the aggregation procedure. The very limited literature addressing error-prone exposures in causal inference is confined to binary and categorical exposures (Babanezhad et al. 2010; Braun et al. 2017; Wu et al. 2019).

This is an active area of research, and we are developing approaches that will propagate exposure error into causal estimates of health effects for the entire Medicare population. Regression calibration is a common method for measurement error correction (Carroll et al. 2006). Wu and colleagues (2019) proposed a regression calibration approach for GPS analysis under categorical exposures. The proposed approach was applied in the context of long-term PM$_{2.5}$ exposure and mortality using Medicare data in the Northeastern United States. When accounting for exposure error, there was a stronger and statistically significant association between exposure to PM$_{2.5}$ and mortality, although with larger CIs. We are working to overcome the computational bottlenecks that would allow us to extend this approach to the realm of continuous exposures. At the same time, we are also exploring alternative approaches, including the extension of the previously developed framework to a Bayesian framework.

In addition, it is also important to account for potential measurement error in covariates. Methodological work on how to propagate error in covariates under a causal inference framework is at its infancy (see, for example, Hong et al. 2019; McCaffrey et al. 2013; Steiner et al. 2011; Stürmer et al. 2005; Webb-Vargas et al. 2017). In our context, obtaining validation data to try to adjust for measurement error in confounders is challenging. Additionally, integrating measurement error in both exposure and confounders would require the development of new statistical methods and is the subject of future work.

Our model parameterization assumes that zip code–specific information is spatially independent, given covariates. Because we adjusted for numerous zip code–level predictors of mortality, including SES and meteorological variables, this assumption is likely to hold. If any residual spatial dependence remains under certain assumptions (e.g., those used in generalized estimating equations), it would not have affected our point estimates but could have influenced the estimated standard errors. However, our bootstrapping procedure partially accounts for this possibility. By randomly sampling zip codes for each bootstrap replicate, we were able to break down spatial dependence, given covariates. Therefore, it is unlikely that our results were affected by spatial correlation.

We adjusted for potential spatial confounding that was not captured by zip code–level observed covariates by including a dummy region variable. Covariate balance was achieved across all variables, including the region variable, using the entire Medicare population; the absolute correlations are <0.1 for every observed covariate. The absolute correlation was larger than 0.1 for the region covariate in the low-level exposure subset. However, the absolute correlation for the region covariate was still relatively small (<0.2) and has been largely improved compared with the absolute correlation calculated in the unadjusted observed data. However, given the imbalance of region in the analysis on the cohort of Medicare beneficiaries that were always exposed to PM$_{2.5}$ levels lower than 12 µg/m$^3$ (i.e., the low-level exposure subset), potential spatial confounding may still be a concern. In future work, we plan to use exact matching to match on the geographic region variable. This may further improve the balance of the matched set on the spatial confounder. In the exact matching, we only allowed the comparison between matched pairs that belonged to the same geographic region. We will conduct region-specific analyses to evaluate whether the relationship between exposure to PM$_{2.5}$ and all-cause mortality varies throughout regions. We will also incorporate dummy spatial variables with finer geographic resolutions into the models.

We acknowledge that a big limitation of all our analyses is the hybrid nature of the study design. Medicare claims are available at the individual level, and they include information
on age, sex, race, and eligibility for Medicaid (a proxy for low income). As health outcomes, Medicare claims include individual-level information on cause-specific hospitalizations and all-cause mortality. The ideal design would allow us to include information on the geocoded address of each Medicare beneficiary as well as information on a very extensive list of individual-level potential confounders, such as smoking, BMI, and socioeconomic variables. Unfortunately, this information is not available. Because residential addresses are only available at the zip code level, we were obliged to aggregate the air pollution exposure levels from 1-km x 1-km grids to the zip code and assign the same exposure to all the Medicare beneficiaries living in the same zip code. In our current and future work, we are planning to address at least two sources of exposure error: (1) one deriving from the fact that exposures were estimated and (2) another deriving from the fact that the exposures must be aggregated at the zip code level.

An additional problem of the hybrid nature of our study design was that, except for race, sex, and dual eligibility to Medicare and Medicaid, information on all the other potential confounders was available at zip code level only. Furthermore, we could only adjust for smoking at the county level, and we recognize that this is less than ideal. To increase confidence in our results, we conducted a study by Makar and colleagues (2017), in which we linked Medicare claims data to data from the MCBS at the individual level. The MCBS provides information on an extensive list of individual-level behavioral risk factors (over 100 potential measured confounders at the individual level). This extensive list includes patients’ functional status (e.g., if they have difficulty walking), their behavioral risk factors (e.g., smoking status), and their detailed demographics (e.g., marital status and level of education), among others. For all of the outcomes we examined (all-cause mortality, cardiovascular hospitalization, and respiratory hospitalizations), we found that the estimated HRs remained unchanged when we excluded the MCBS variables among the confounding variables used for the adjustment.

However, although we acknowledge the potential limitations in our hybrid design, it is important to note that for the Poisson and causal inference models our unit of analysis was counts of individuals at the zip code level in a given year, not individuals. Our unit of analysis, air pollution exposures, confounders, and counterfactuals were all at the zip code level. The hybrid design allowed us to stratify by some individual-level variables (e.g., sex, race, age, and Medicaid eligibility) while accounting for zip code–level confounders in the models.

Our studies have been based on publicly available data sources, and we have made all code developed for our analyses publicly available. Our approach maximizes reproducibility and transparency. We provide robust evidence that the current U.S. standards for PM$_{2.5}$ concentrations are not protective enough and should be lowered to ensure that vulnerable populations, such as the elderly, are safer.

Our results raise awareness of the continued importance of assessing the impact of air pollution exposure on mortality. There are currently numerous disputes about the evidence from previous air pollution epidemiological studies, with arguments made for only using causal inference methods or only including studies that make participants’ information publicly available. We strongly oppose these. Most epidemiological studies rely on confidential patient data to provide evidence on adverse health effects of environmental exposures and focus on populations that cannot be studied using administrative data. We hope this work will help researchers and policy makers, particularly as discussions of revising national PM$_{2.5}$ standards are underway.
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HEI QUALITY ASSURANCE STATEMENT

The conduct of this study was subjected to independent audits by RTI International staff members Dr. Linda Brown and Dr. Prakash Doraiswamy. These staff members are experienced in quality assurance (QA) oversight for air quality monitoring, chemical transport modeling, use of satellite data, and epidemiological methods and analysis. The RTI QA oversight team also included statistician Dr. Sahar Zangeneh who reviewed the statistical methods and accompanying codes.

The QA oversight program consisted of an initial onsite audit of the research study at Harvard University for conformance to the study protocol and standard operating
procedures and a final remote audit of the final report and the data processing steps. The onsite audit was performed by Drs. Brown and Doraiswamy. The final remote audit was performed by Drs. Brown, Doraiswamy, and Zangeneh. The dates of the audits and reviews are listed below.

Audit 1: Onsite Audit at Harvard University, Boston, Massachusetts, April 25–26, 2018

The audit reviewed the following study components: progress reports; personnel and staff; adequacy of equipment and facilities; internal quality assurance procedures; air quality data processing and documentation; health data processing and quality checks; and backup procedures. Program codes were inspected to verify proper documentation. The codebook for the air pollution data was examined. The audit included an observation of the demonstration of selected script executions for the exposure estimates. No errors were noted, but recommendations were made for updating the study plan, expanding the quality plan, double-checking some model results that show unexpected results, documenting codes, documenting procedures and assumptions related to model development and QA/QC, developing a data dictionary/code book for the health data, and implementing QA/QC procedures for the health data to ensure independent checking of SAS codes for data management and analysis. The audit was conducted at an external location near Harvard and, therefore, did not include an inspection of facilities or equipment.

Audit 2: Final Remote Audit, October–December 2021

The final remote audit consisted of two parts: (1) review of the final project report, and (2) audit of data processing steps. The review of the final report focused on ensuring that the methods are well documented and the report is easy to understand. The review also examined if the report highlighted key study findings and limitations. In addition, this review provided guidance on specific aspects of the data processing sequence that could be reviewed remotely.

The data audit included (1) a remote live demonstration of selected data processing codes, and (2) the review of the codes for data reduction, processing and analysis, and model development. This specific portion of the audit was restricted to the key components of the study and associated findings. Selected codes (in R) for statistical model development were made available on GitHub. No data were sent to RTI due to data confidentiality restrictions. Therefore, data inputs to the codes were not available.

The codes were reviewed at RTI to verify, to the extent feasible, linkages between the various scripts, confirmation of the models reported, and verification of key tables. The codes appear to be consistent with the models and tables described in the report and followed the overall model development procedure described. The values themselves could not be generated at RTI due to unavailability of the input data. The exposure datasets for PM2.5 and O3 were available on the NASA Socioeconomic Data and Applications Center (SEDAC) data repository. Selected datasets were downloaded and visualized to confirm logical temporal and spatial trends and agreement with the figures in the report.

The remote live demonstration included a real-time execution of selected codes generating key tables and figures in the report. Values generated by the codes during the real-time demonstration matched the values in the report after unit conversion and rounding. No major quality-related issues were identified from the review of the codes and the report. Minor recommendations were made for improved clarity and data accessibility.

A written report was provided to HEI. The QA oversight audit demonstrated that the study was conducted according to the study protocol. The final report, except as noted in the comments, appears to be representative of the study conducted.

Linda Morris Brown, MPH, DrPH, Epidemiologist, Quality Assurance Auditor

Prakash Doraiswamy, PhD, Air Quality Specialist, Quality Assurance Auditor

Sahar Zangeneh, PhD, Statistician, Quality Assurance Auditor

December 20, 2021

MATERIALS AVAILABLE ON THE HEI WEBSITE

Appendix A contains supplemental tables and figures not included in the main report. They are available on the HEI website at www.healtheffects.org/publications:

Figure 1. Estimated Causal ERC Relating PM2.5 to All-Cause Mortality in Medicare Beneficiaries (2000–2016)

Table 1. HRs and 95% CIs Relating PM2.5, NO2, and O3 to All-Cause Mortality in Medicare Beneficiaries (2000–2016)

Table 2. Sensitivity Analysis Including Point Estimates and 95% CIs of the HRs Using Penalized Splines of Each Measured Potential Confounder
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Joel Schwartz, Ph.D., is a professor of environmental epidemiology in the Department of Environmental Health at the Harvard T.H. Chan School of Public Health in Boston, MA. He has more than 30 years of experience in the fields of epidemiology, exposure modeling, and biostatistics, including development of spatiotemporal statistical models that use satellite data to predict air pollutant concentrations. A world-renowned expert and one of the most prolific scientists in the field of environmental epidemiology, he has extensive expertise in epidemiological methods and analyses looking at the health consequences of exposure to pollutants. His air pollution work has examined both acute and chronic effects of air pollution exposure. Recent research of his has established that exposure to fine combustion particles in the air at concentrations well below current standards are associated with a range of adverse health effects, from increased respiratory symptoms to increased hospital admissions and deaths. This work has led to a tightening of U.S. air quality standards. He has done considerable work on the health effects of O₃ exposure. He has several international collaborations underway in this area. His recent work has focused on the cardiovascular effects of air pollution and on factors that modify responses to air pollution, suggesting that individuals with diabetes are more susceptible. He is also an expert in methods for causal inference and regression spline models, nonparametric smoothing, and generalized additive models. He has extensive expertise in the use of cost–benefit analysis to make environmental decisions. He has developed methodologies for assessing the benefits of lead control and applied those methodologies to the decision to remove lead from gasoline. Recently, in collaboration with colleagues at the Centers for Disease Control and Prevention, his work led to a decision to revise the Centers’ lead screening recommendations for children. He is also involved in cost–benefit analysis of air pollution control.

Danielle Braun, Ph.D., is a senior research scientist working jointly at the Harvard T.H. Chan School of Public Health and the Department of Data Sciences at the Dana-Farber Cancer Institute, both in Boston, MA. Her research focuses on the statistical development of methods in causal inference and risk prediction. She has worked extensively on measurement error, causal inference, comparative effectiveness research, risk prediction, clinical decision support tools, genetic epidemiology, survival analysis, and frailty models. She has mentored undergraduate students, master’s degree students, and Ph.D. candidates for more than eight years and co-leads the BayesMendel Lab in Boston, MA, in addition to leading many recent projects and working closely with Ph.D. candidates on their theses.

Ben Sabath, MA, is a data scientist whose work supports the research of the Dominici lab in Cambridge, MA, and its collaborators. His work involves developing software packages to aid the work of the lab on Harvard’s high-performance computing system as well as preparing data for efficient analysis for researchers as part of the lab’s data science platform.
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INTRODUCTION

Ambient air pollution is a significant contributor to the global burden of disease (GBD 2020; HEI 2020). Although air pollution concentrations have been declining over the past few decades in many higher-income countries, several studies published in the past decade have reported associations between risk of mortality and long-term exposures to fine particulate matter (PM$_{2.5}$) even at low concentrations (e.g., Beelen et al. 2014a,b; Crouse et al. 2012, 2015; Hales et al. 2012; Pinault et al. 2016). To inform future risk assessment and regulation, it is important to confirm whether associations with mortality and other adverse health effects continue to be observed as air pollution concentrations decline still further. It is also important to better understand the shape of the exposure–response (ER) function at low concentrations. Both issues remain as major uncertainties for setting air quality standards in North America and Europe. The growing body of evidence demonstrating health effects at concentrations below current air quality standards, the large overall contributions of air pollution to the global burden of disease, and the general interest in reducing greenhouse gas emissions suggest that more stringent air quality standards and guidelines will likely be considered in the future.

As described in detail in the Preface to this Report, in 2016 HEI funded three studies under Request for Applications (RFA) 14-3 to explore the issue of health effects associated with exposures to low concentrations of air pollution using large cohorts and administrative databases. Dr. Dominici’s resulting study, *Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution: Implementation of Causal Inference Methods*, focused on a Medicare cohort in the United States. Additional information about the RFA and the two other studies funded by HEI that were conducted in Canada and Europe is included in the Preface. It should be noted that all three study teams are conducting additional analyses to harmonize their approaches. Through this collaboration, the teams aim to (1) formally evaluate dose–response thresholds, (2) share analytical techniques and identify common statistical methods (e.g., a common set of covariates across the studies), and (3) determine strengths, weaknesses, and common findings of the three studies. That work is expected to be completed at the end of 2021.

Dominici’s study was conducted in two phases. In November 2019, HEI Published *Research Report 200: Assessing Adverse Health Effects of Long-Term Exposure to Low Levels of Ambient Air Pollution: Phase 1*, along with an associated Commentary [Dominici et al. 2019]. That Report and Commentary summarized and discussed analyses and findings produced through the first half of Dominici’s study. The present Commentary focuses on the research and findings produced during the second half of the study, recognizing that the work builds on the Phase 1 analyses.

This Commentary was prepared by the HEI Low-Exposure Epidemiology Studies Review Panel, which was convened to review these three HEI-funded studies, and members of the HEI Scientific Staff. The Commentary includes the scientific and regulatory background for the research, a summary of the study’s approach and key results, and the Panel’s evaluation of the Investigators’ Report (IR) highlighting strengths and weaknesses of the study. This Commentary is intended to aid the sponsors of HEI and the public by placing the IR into scientific and regulatory perspective.

SCIENTIFIC AND REGULATORY BACKGROUND

The setting of ambient air quality standards — at levels considered adequate to protect public health — is a central component of programs designed to reduce air pollution and improve public health under the U.S. Clean Air Act, the European Union Ambient Air Quality Directives, and similar measures around the world. Although the process for setting such standards varies, they all contain several common components:

- Identifying, reviewing, and synthesizing the scientific evidence on sources, exposures, and health effects of air pollution;
- Conducting risk and policy assessments to estimate public...
health effects likely to be seen at various levels of the standards;
• Identifying and setting standards based on risk assessments;
• Monitoring air quality to identify areas that do not meet the standards; and
• Implementing air quality control interventions to meet the standards by reducing the concentrations to which people are exposed.

SETTING AIR QUALITY STANDARDS IN THE UNITED STATES

The U.S. Clean Air Act requires that in setting the National Ambient Air Quality Standards (NAAQS), the U.S. Environmental Protection Agency (U.S. EPA) Administrator reviews all available science and sets the NAAQS for all major (criteria) pollutants (e.g., particulate matter [PM], nitrogen dioxide [NO₂], and ozone [O₃]) at a level “requisite to protect the public health with an adequate margin of safety.” In practice, that review has had two principal steps:

1. Synthesis and evaluation of all available science in what is now called an Integrated Science Assessment. This document reviews the widest range of exposure, dosimetry, toxicological, mechanistic, clinical, and epidemiological evidence. It then — using a predetermined set of criteria (U.S. EPA 2015) — draws on all lines of evidence to determine whether the exposure is causal, likely to be causal, or suggestive of being causal for a series of health outcomes.

2. Assessment of the risks based on that science is then conducted in a Risk and Policy Assessment. This further analysis draws on the Integrated Science Assessment to identify the strongest evidence — most often from human clinical and epidemiological studies — of the lowest concentrations at which health effects are observed, the likely implications of such concentrations for health across the population, and the degree to which the newest evidence suggests that there are effects observed below the then-current NAAQS for a particular pollutant.

The Risk and Policy Assessment also examines the uncertainties around estimates of health effects and the shape of the ER function, especially at concentrations near and below the then-current NAAQS. Although a range of possible shapes for the ER functions is considered, including whether there is a threshold at a concentration below which effects are not likely, the U.S. EPA’s conclusions in these reviews thus far have not found evidence of such a threshold (although studies to date have not always had the power to detect one) (U.S. EPA 2004, 2013). Also, although the standard is set under the Clean Air Act at “a level requisite to protect public health with an adequate margin of safety,” it has been understood that there are likely additional, albeit more uncertain, health effects of exposure to air pollution concentrations below the NAAQS.

Both documents are subjected to extensive public comments and review by the Clean Air Scientific Advisory Committee, which was established under the U.S. Clean Air Act. The Committee is charged with peer-reviewing the documents, which includes advising the Administrator on the strength and uncertainties in the science and making the decision whether to retain or change the NAAQS. The current NAAQS for longer-term exposure to PM₂.₅, NO₂, and O₃ are as follows (https://www.epa.gov/criteria-air-pollutants/naaqs-table):

• PM₂.₅: annual mean averaged over 3 years of 12 µg/m³;
• NO₂: annual mean of 53 ppb (approximately 100 µg/m³); and
• O₃: annual fourth-highest daily maximum 8-hour concentration, averaged over 3 years, of 70 ppb (approximately 140 µg/m³).

EVALUATING ASSOCIATIONS BELOW CURRENT AIR QUALITY STANDARDS AND GUIDELINES

As the quality and availability of data on air pollution concentrations improved over the first decade of this century, results from new studies began to emerge starting in 2012 (e.g., in Canada, Crouse et al. 2012; and, in New Zealand, Hales et al. 2012) that suggested that associations between PM and mortality could be observed down to concentrations well below the NAAQS of 12 µg/m³. For example, associations with mortality were present in the Canadian study at PM₂.₅ concentrations of only a few micrograms per cubic meter. These two studies found robust associations, with some evidence of even larger effects at the lowest concentrations of PM₂.₅, but neither examined associations with exposures to NO₂ or O₃. If replicated in other populations and by other investigators, such findings could change the basis for future determinations of the levels at which to set the NAAQS and other air quality standards.

At the same time, the findings suggested several questions:

• Would the results be robust to the application of a range of alternative analytic models and their uncertainties?
• Could other important determinants of population health — such as age, socioeconomic status (SES), health status, access to medical care, and differences in air pollution sources and time–activity patterns — modify or confound the associations seen?
• Would the results change if risk estimates were more fully corrected for the effects of important potential confounding variables, such as smoking, in the absence of such data at the individual level?
• What might be the effects of co-occurring pollutants on health effect associations at low ambient concentrations?

As described in the Preface, these important questions were the basis for RFA 14-3. After a rigorous selection process, the Research Committee recommended the study by Dominici
and colleagues for funding because it thought the study had many strong aspects, such as the very large sample size, U.S.-wide coverage, and the experienced team. The development of numerous new methods (mainly causal modeling methods) that had the potential for wider use was also considered a strength.

SUMMARY OF APPROACH AND METHODS

The overarching purpose of the Dominici study was to address some of the knowledge gaps related to health effects of long-term exposures to low concentrations of air pollution. The study encompassed several goals related to modeling spatial and temporal patterns of ambient air pollution, developing causal inference statistical models, and describing risks to morbidity and mortality associated with exposures to pollution. The investigators presented results from conventional regression models and from the newly developed causal approaches. The analyses were conducted in a national-level administrative cohort of over 68 million older American adults. Throughout the study, the investigators examined health effects for the entire cohort and for a subpopulation exposed to annual average concentrations of PM$_{2.5}$ below or equal to 12 µg/m$^3$ during every year of follow-up (henceforth referred to as the low-exposure cohort). Also underlying this study was an effort to make the methods and data available to the wider scientific community.

STUDY OBJECTIVES

The 4-year study had four broad aims, some of which were addressed in the first phase of the study (see Commentary Table). Here, the focus was on the analyses presented and discussed in the Final Report, as follows.

**Aim 1. Exposure Prediction and Data Linkage** Estimate long-term exposures to low concentrations of ambient PM$_{2.5}$ mass, O$_3$, and NO$_2$ at high spatial resolution (1 km by 1 km) for the contiguous United States during the period 2000–2016, by applying and extending hybrid prediction models that use ground monitoring, land use, and meteorological data and satellite observations in conjunction with chemical-transport models. Link these predictions to health data while accounting for the misaligned nature of the data.

**Aim 2. Causal Inference Methods for Exposure–Response Functions** Develop a new causal inference framework that is robust to model misspecification for confounding and to account for exposure error. Specifically, develop new methods to estimate a nonlinear ER function while accounting for exposure error, adjust for measured and unmeasured confounders, and detect effect modification in the presence of multiple exposures.

**Aim 3: Evidence of Adverse Health Effects** Apply methods developed in Aim 2, along with traditional regression approaches, to estimate all-cause mortality by year and zip code associated with long-term exposure to ambient air pollution for U.S. Medicare enrollees 65 years of age or older between 2000 and 2016. Examine health effects for the entire cohort and the low-exposure cohort.

**Aim 4: Tools for Data Access and Reproducibility** Develop approaches for data sharing, record linkage, and statistical software so that other researchers can use the data and analytical methods to foster transparency and reproducibility of the work.

METHODS AND STUDY DESIGN

Exposure Modeling

This Final Report summarizes the development of predicted exposures to daily average PM$_{2.5}$ (Di et al. 2019), O$_3$ (Requia et al. 2020), and NO$_2$ (Di et al. 2020) at a 1-km × 1-km grid for the contiguous United States during the period 2000–2016. For O$_3$, daily maximum 8-hour ground-level concentrations were estimated for warm-weather months. Predictions were developed using a previously developed and validated ensemble model that uses multiple machine learning algorithms and predictor variables from multiple sources.

Model inputs included monitoring data from the U.S. EPA Air Quality System, satellite-derived aerosol optical depth, meteorological variables from the North American Regional Reanalysis data set, land-use variables that represent local emissions and small-scale variations in concentrations (e.g., road density, elevation, and normalized difference vegetation index), and daily predictions from two chemical-transport models—the global GEOS-Chem model and the regional-scale Community Multiscale Air Quality Model—to simulate atmospheric components. Dominici and colleagues applied a geographically weighted generalized additive model as an ensemble model that blended predicted concentrations from three types of machine learning models to predict air pollution concentrations. Missing data were imputed using machine learning and linear interpolation. In a final step, temporally and spatially lagged predictions from nearby monitoring sites and neighboring days were added to the model to predict air pollution concentrations.

The ensemble models for each pollutant were validated with 10-fold cross-validation. This method entails performing the fitting procedure 10 times, with each fit being performed on a training set consisting of 90% of the total monitoring data selected at random and the remaining 10% used as a hold-out set for validation. The investigators then aggregated the cross-validated results from the 10 runs and compared them with the corresponding monitoring values by site and.
**Commentary Table. Comparison of Study Accomplishments in Phase 1 (HEI Report 200) and Phase 2**

<table>
<thead>
<tr>
<th>Study Aims</th>
<th>Phase 1</th>
<th>Added in Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aim 1:</strong> Exposure prediction</td>
<td>• Summarized exposure predictions for daily PM$_{2.5}$ and O$_3$ at 1-km × 1-km grid for the contiguous United States over the period 2000–2012, using an ensemble modeling approach (Di et al. 2019).</td>
<td>• Extended exposure predictions for PM$_{2.5}$ and O$_3$ to 2016. • Summarized exposure predictions for NO$_2$ and O$_3$ using a similar approach for the contiguous United States over the period 2000–2016 (Di et al. 2020; Requia et al. 2020).</td>
</tr>
<tr>
<td><strong>Aim 2:</strong> Causal inference methods</td>
<td>• Developed a new statistical method for causal inference to reduce bias due to exposure measurement error and unmeasured confounding. The method combines a regression calibration-based adjustment for a continuous error-prone exposure with generalized propensity scores to adjust for potential confounding (Wu et al. 2019). • Developed LERCA, a flexible new method for causal inference to estimate an ER function with local adjustment for confounding (Papadogeorgou and Dominici 2020). The method allows for variation in confounders and strength of confounding at various exposures, model uncertainty about confounder selection and the shape of the ER function, and assessment of the observed covariates’ confounding importance at various exposures.</td>
<td>• Developed nonparametric causal inference methods that use a generalized propensity score matching, weighting, and adjustment to estimate the causal ER function for air pollution exposure on mortality. Exposure to air pollution was set as a continuous variable that is computationally tractable and scalable to handle large datasets.</td>
</tr>
<tr>
<td><strong>Aim 3:</strong> Epidemiological studies</td>
<td>• Conducted case-crossover study of short-term exposure to PM$_{2.5}$ and O$<em>3$ and all-cause mortality in Medicare enrollees 2000–2012, including effects among those in a low-exposure cohort, Medicaid-eligible group, and other subgroups (Di et al. 2017a). • Conducted cohort study of long-term exposure to PM$</em>{2.5}$ and O$_3$ and all-cause mortality in Medicare enrollees 2000–2012, using the Anderson-Gill model of Cox regression. Sensitivity analysis of effects was conducted among those in a low-exposure cohort and Medicaid-eligible group (Di et al. 2017b). • Analysed a Medicare Current Beneficiary Survey subsample, which has information on individual risk factors, to assess the sensitivity of results to omission of several individual-level confounders.</td>
<td>• Implemented five statistical approaches to estimate the effects of long-term PM$<em>{2.5}$ exposure on all-cause mortality in Medicare enrollees aged 65 years and older from 2000 to 2016, accounting for potential confounders. The methods used were two traditional approaches that rely on regression for confounder adjustment (Cox proportional hazards and Poisson) and three causal inference methods (described in Aim 2). • Estimated the effect in the low-exposure cohort. • Applied the new matching method to estimate the ER functions for long-term exposures to PM$</em>{2.5}$, NO$_2$, and O$_3$ on all-cause mortality in single-pollutant models and multipollutant models where each individual pollutant was adjusted for the other two. • In sensitivity analyses, estimated the HRs (under an assumption of a constant HR) for the three pollutants adjusted for the other two pollutants, using both the matching method and multivariate Poisson regression.</td>
</tr>
<tr>
<td><strong>Aim 4:</strong> Data and methods availability</td>
<td>• Provided code for implementation of new causal inference methods.</td>
<td>• Made exposure estimates for PM$_{2.5}$ available for public access. Documented data sources, analytical data sets, and statistical code to assist others who seek to reproduce the results.</td>
</tr>
</tbody>
</table>

LERCA = local exposure response confounding adjustment.
day to obtain the total $R^2$, an indication of model fit. They regressed the difference between predicted and monitored PM$_{2.5}$ at a given site at a given time with the annual mean at the same site to derive a temporal $R^2$ (Kloog et al. 2011). They also compared the annual mean between monitored and predicted values at each site to derive a spatial $R^2$.

**Study Population**

All analyses presented in the Final Report were based on adults 65 years of age or older who are beneficiaries of Medicare, the U.S. federal health insurance program for people who are 65 years of age or older or permanently disabled. Individuals enroll in Medicare upon reaching age 65 or incurring a qualifying disability and are followed until death. In Phase 2, the enrollment period was extended from 2000–2012 (as used in Phase 1) to 2000–2016, increasing the number of participants from 61 million to 68.5 million. Individual data obtained from the Centers for Medicare & Medicaid Services were the date of death (if applicable), age at year of Medicare entry, calendar year of entry, sex, race, ethnicity, zip code of residence, and Medicaid eligibility. Medicaid is a program that provides health insurance coverage to low-income individuals; the investigators used Medicaid eligibility as a proxy variable to indicate low SES. Originally the investigators had planned also to investigate the health effects of low levels of air pollution in the Medicare Current Beneficiary Survey subsample, but those analyses were not included in the Final Report.

**Exposure Assignment**

Predicted annual average PM$_{2.5}$, NO$_2$, and O$_3$ exposures were assigned to cohort participants’ residential zip code for each year of follow-up. Zip codes vary in size based on population density and can cover a neighborhood in dense urban areas or represent an entire town, community, or area elsewhere. For example, zip codes are on average 24 km$^2$ in Los Angeles County, California, and 268 km$^2$ in the state of Texas. In total, there are about 42,000 zip codes in the United States, with a mean area of 234 km$^2$, comprising an average of 7,755 individuals per zip code.

For standard zip codes, Dominici and colleagues averaged the predicted daily pollutant concentrations for all 1-km$^2$ grid cells whose centroids fell within that zip code area. For zip codes that designated post office box locations, average concentrations were calculated by linking to the predictions from the nearest 1-km$^2$ grid cell. Annual averages were estimated by averaging the daily concentrations. Ultimately, they assigned the estimated annual zip code-level average pollutant concentration to all individuals who lived in that zip code for each calendar year. In this way, all cohort members were assigned time-varying, annual estimates of exposures to all three pollutants for every year of follow-up.

**Main Epidemiological Analyses**

For the main analysis in Phase 2, the investigators reanalyzed the effect of annual PM$_{2.5}$ exposure on all-cause mortality in the Medicare cohort with follow-up from 2000 to 2016, expanding their analytical methods to include a computationally efficient Poisson regression model and three causal inference approaches (matching, weighting, and adjustment) in addition to the Cox regression method used in Phase 1. These five approaches are summarized below.

The unit of analysis for most of the data used in Phase 2 (specifically, the Poisson and three causal inference approaches) was at the zip code level each year. By using estimates of exposure at the aggregated (i.e., zip code) level, along with similarly aggregated covariate values for many potential confounders, the analyses introduce aspects of an ecological study design to the analysis of a large cohort of individuals. This was highlighted by the authors’ presentation of the equivalence of the Cox and Poisson models, and all approaches except for the Cox model were explicitly fitted to aggregated data. The use of aggregated exposures and potential confounders created a hybrid design that allowed for some individual-level covariates and adjustments in an otherwise area-aggregated analysis. The hybrid design introduced important statistical questions about the potential effect of measurement error and confounding on the results.

**Cox Proportional Hazards Survival Model (Anderson-Gill Variant)** As in Phase 1, the investigators used Cox proportional hazards models with individual-level data, stratified by selected individual-level covariates available from the Medicare database (i.e., 5-year age band, race and ethnicity, sex, and Medicaid eligibility). The data were adjusted for zip code– and county-level indicators for smoking behavior, body mass index, SES, race, education, and population density from the U.S. Census, the American Community Survey, and the Centers for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System. To account for potential residual or unmeasured spatial and temporal confounding, models were also adjusted for zip code–level meteorological variables, an indicator of broad geographic region (West, Midwest, South, and Northeast), and calendar year. Annual average concentrations of PM$_{2.5}$, NO$_2$, or O$_3$ were the time-varying exposures, and likelihood of survival in a given follow-up year was the outcome.

**Poisson Regression** The Poisson regression modeling approach used annual predicted PM$_{2.5}$ as the time-varying exposure and the count of deaths at the given follow-up year, calendar year, and zip code as the outcome. To adjust for potential confounding, the Poisson model included the same zip code– or county-level time-varying covariates, region indicator variable, and calendar year variable as were included in
the Cox models. Also, as in the Cox model, strata-specific baseline risk rates were accounted for by stratifying on individual-level characteristics from the Medicare data.

**Causal Inference Approaches** The causal inference methods introduced in Phase 2 use generalized propensity scores. This approach attempts to mimic a study in which participants are randomly assigned to an exposed group and a reference group, such that potential confounders that are known to affect participants’ mortality (such as sex, age, and Medicaid eligibility) can be assumed to be balanced between the two groups. Propensity scores were estimated by modeling the zip code–level exposure conditional on area-level risk factors, meteorological variables, and year and region, using gradient boosting (Chen and Guestrin 2016; Zhu et al. 2015). Thus, unlike in most causal inference analyses that estimate propensity scores for individuals, the investigators estimated propensity scores at the zip code level, thereby seeking covariate balance at this level.

Propensity score methods typically assume a dichotomous exposure (i.e., an exposed versus a less exposed or unexposed reference population). Therefore, the investigators developed and implemented novel generalized propensity score approaches to accommodate the continuous air pollution exposures in the study.

Three different causal modeling approaches using generalized propensity scores — matching, weighting, and adjustment — were applied to create an artificial population in which the covariate distributions did not differ by exposure status. This is important as covariate balance indicates the effectiveness of the causal inference approach at mimicking a randomized experiment based on known factors and thus informs the degree to which one can make a valid causal assessment. The three approaches for balancing the covariates in the data based on propensity scores are summarized below.

**Matching** The objective of matching is to construct datasets that approximate a randomized experiment as closely as possible by pairing exposed and unexposed observations to achieve good covariate balance. In a continuous exposure setting, the challenge is that it is unlikely that two units will have the exact same exposure; thus how to match becomes substantially more complicated. To overcome this challenge, the researchers developed a new matching approach (described in Wu et al. in review) to achieve covariate balance in a continuous exposure setting. The new method uses a nearest-neighbor caliper that matches zip codes on both the estimated scores and exposures. The closeness of exposure guarantees that the matched unit is a valid representation of observations for a particular exposure, and the closeness of the propensity scores ensures that there is proper adjustment for confounding. A Poisson regression model was then fitted on the matched dataset regressing the death count on \(\text{PM}_{2.5}\) exposure, with person–time as the offset term, and stratifying by the four individual-level characteristics and the follow-up year.

**Weighting** In this approach, following Robins and colleagues (2000), the inverse of the estimated generalized propensity scores was used to weight each observation and achieve covariate balance in an artificial, or pseudo, population. A weighted Poisson regression model was then fit for the pseudo population, regressing the death count on \(\text{PM}_{2.5}\) exposure, with person–time as the offset term, incorporating the assigned weights, and stratifying by the four individual-level characteristics and the follow-up year.

**Adjustment** Following Hirano and Imbens (2004), the investigators included the estimated generalized propensity scores in the outcome model as a covariate. The conditional expectation of death counts, given the exposure and the estimated propensity scores, was modeled as a Poisson regression stratified by age, race, sex, Medicaid eligibility, and follow-up year, with an offset for person–year. In this approach, unlike with the matching and weighting approaches where the analysis is complete after fitting the Poisson regression model, the coefficients from the Poisson regression model do not provide causal interpretation; rather, the causal outcome analysis is conducted on the counterfactuals predicted by the Poisson model.

**Additional Epidemiological Analyses**

**Low-Exposure Analyses** In addition to the full cohort, Dominici and colleagues also performed the five statistical analyses on the sub-cohort of Medicare enrollees who were exposed to \(\text{PM}_{2.5}\) concentrations lower than 12 µg/m\(^{3}\) during every year of follow-up (i.e., the low-exposure cohort described earlier). This exposure cut point was selected because 12 µg/m\(^{3}\) is the current NAAQS for long-term exposure to \(\text{PM}_{2.5}\).

Lastly, Dominici and colleagues applied the newly developed generalized propensity scores matching method to estimate ER functions for all-cause mortality and long-term exposure to \(\text{PM}_{2.5}\), \(\text{NO}_2\), and \(\text{O}_3\) both individually and for each pollutant adjusted by the other two (Wu et al. 2019). The highest and lowest 1% of pollutant exposures were excluded to avoid instability at the boundaries.

**Sensitivity Analyses** The investigators presented several sensitivity analyses. For example, the cohort data for 2000–2012 were reanalyzed to assess how results changed with exposure data updated through 2016. Additionally, the analysis was repeated without year as a covariate to evaluate model sensitivity to unmeasured confounders that vary over time.
SUMMARY OF KEY FINDINGS

MODELING AND EXPOSURE ESTIMATION RESULTS

Dominici and colleagues reported good model performance, with a 10-fold cross-validation $R^2$ of 0.86 for daily PM$_{2.5}$ exposure predictions and lower exposure error at low concentrations. Results for NO$_2$ exposure predictions indicated good model performance, with a 10-fold cross-validation $R^2$ of 0.79 overall, a spatial $R^2$ of 0.84, and a temporal $R^2$ of 0.73, and good performance outside of metropolitan areas and in rural areas. For O$_3$ predictions, they obtained a 10-fold cross-validation $R^2$ of 0.90, a spatial $R^2$ of 0.86, and a temporal $R^2$ of 0.92, indicating good model performance, with better performance in the East North Central region and during summer. The mean estimate of PM$_{2.5}$ as assigned to cohort participants was 9.8 µg/m$^3$ (standard deviation 3.2). The report did not provide descriptive information about exposure estimates for the other pollutants.

EPIDEMIOLOGICAL RESULTS

In the main analysis, Dominici and colleagues found consistent, statistically significant results across their five statistical approaches. HRs and 95% confidence intervals (CIs) associated with a 10-µg/m$^3$ increase in PM$_{2.5}$ exposure were 1.07 (1.06, 1.07) for the traditional Cox regression, 1.06 (1.06, 1.07) for the traditional Poisson regression, 1.07 (1.05, 1.08) for the Poisson with general propensity score matching, 1.08 (1.07, 1.09) for the Poisson with inverse propensity score weighting, and 1.07 (1.06, 1.08) for the Poisson with propensity score adjustment (see Commentary Figure 1 and IR Table 2). Covariate balance for each model was evaluated using mean absolute correlation, with values <0.1 indicating successful randomization. The investigators showed that this value was smaller than 0.1 using their propensity score matching and weighting approaches (IR Figure 5).

Across all models, the investigators found notably larger effect estimates for the low-exposure cohort. For example, in the standard Cox models, they reported a HR of 1.37 (95% CI, 1.34 to 1.40) in the low-exposure cohort compared with a HR of 1.07 (95% CI, 1.06 to 1.07) in the full cohort (Commentary Figure 1 and IR Table 2). A recent review of studies that investigated associations between natural-cause mortality and PM$_{2.5}$ reported a greater relative risk in a meta-analysis of studies conducted at mean annual concentrations below 10 µg/m$^3$ than among all studies and among those conducted at mean concentrations below 25 µg/m$^3$ (Chen and Hoek, 2020). The larger effects reported in the low-exposure groups could also be due in part to those in the low-exposure group being more susceptible to the effects of exposure. For example, the low-exposure cohort excluded participants in large areas of the Eastern United States and likely excluded most people in New York, Los Angeles, and most major cities. That is to say, the main analyses to some extent describe the risk for the elderly U.S. population as a whole, while the low-exposure analyses to some extent describe the risk for those in smaller towns and rural areas (who tend to be of lower SES, have lower levels of educational attainment, have poorer health behaviors, have poorer access to health services, and have a higher prevalence of diabetes or other comorbidities that might also increase susceptibility to the effects of exposure (Coughlin et al. 2019; O’Neill et al. 2003)).

Notably, however, at exposure levels below or equal to 12 µg/m$^3$, the causal inference approaches produced smaller estimates of the HRs than the traditional regression approaches suggesting that some of the enhanced risk may be due to confounding and/or model misspecification.

When restricted to the 2000–2012 population (as described in Phase 1), results were consistent with the 2000–2016 results. When year was excluded as a covariate, the estimated HRs were larger in magnitude, a possible indication of bias due to confounding by time, which was not addressed in the Phase 1 report and thus flagged in that Commentary. It is interesting to note that although confounding by time did inflate the associations, important positive associations remained between mortality and PM$_{2.5}$ after adjustment for time trends in Phase 2 of the project.

Exposure-Response Functions

Commentary Figure 2 summarizes the ER functions associated with long-term exposure to PM$_{2.5}$, NO$_2$, and O$_3$ and all-cause mortality in the Medicare population 2000–2016, using HRs from a generalized propensity score matching analysis. In the single-pollutant models, Dominici and colleagues found evidence of increased risk of mortality associated with long-term PM$_{2.5}$ exposures across the range of annual average PM$_{2.5}$ concentrations between 2.77 and 17.16 µg/m$^3$, which included 98% of observations. The ER functions for PM$_{2.5}$ were almost linear at exposures below current U.S. standards, indicating adverse effects even at these low exposures.

The investigators’ propensity score matching analysis also found evidence of a relationship between mortality and long-term exposures to NO$_2$ at the higher exposure concentrations. Associations at exposures lower than annual mean ≤53 ppb, the equivalent of the current U.S. annual NAAQS, were nonlinear and statistically uncertain.

Similarly, their ER functions derived from propensity score matching for long-term O$_3$ exposures and mortality showed some evidence of increased risks at exposures higher than 45 ppb. The ER function was, however, almost flat at concentrations below 45 ppb, showing no statistically significant effect.

Generally, adjusting for the other two pollutants in the causal inference approach slightly attenuated the effects of PM$_{2.5}$ on mortality and slightly elevated the effects of NO$_2$ exposure, while results for O$_3$ remained almost unchanged.
Commentary on Investigators’ Report by F. Dominici et al.

Reproducible Research

To allow for transparency and to support reproducibility of the research, the investigators were committed to sharing their data and statistical code. They have made the daily 1-km PM$_{2.5}$ predictions across the contiguous United States for years 2000–2016 available on a publicly accessible website in both RDS and GeoTiff formats at https://beta.sedac.ciesin.columbia.edu/data/set/aqdh-pm2-5-concentrations-contiguous-us-1-km-2000-2016.

In addition, they have posted their workflows and statistical codes for merging datasets and for running statistical analyses, along with most of their data, with the objective of developing an open science research data platform, at https://github.com/NSAPH/National-Causal-Analysis. Not all data can be made available, because of privacy restrictions (i.e., the Medicare data) or because the files were too large. In all cases, where the investigators were unable to share data directly, they have provided instructions on how to acquire and prepare the data for analyses.

EVALUATION BY THE HEI LOW-EXPOSURE EPIDEMIOLOGY STUDIES REVIEW PANEL

The HEI Low-Exposure Epidemiology Studies Review Panel concluded that this report presents a high-quality and thorough investigation into associations between risk of mortality and exposures to ambient air pollution in the United States. Importantly, the findings from the report contribute to our knowledge of effects on health associated with long-term exposures to low concentrations of ambient air pollution. In summary, Dominici and colleagues showed that the mean estimate of exposure to PM$_{2.5}$ among about 68 million Medicare cohort participants was just below 10 µg/m$^3$. They reported consistent increases in risk of all-cause mortality ranging from 6% to 8% per 10 µg/m$^3$ in PM$_{2.5}$ for five separate epidemiological approaches (see Commentary Figure 1) even after adjusting for key copollutants, providing strong evidence that mortality is associated with long-term exposures to PM$_{2.5}$. In the case of exposures to O$_3$ and NO$_x$, although the investigators reported adverse associations with mortality, these were not found at the lowest concentrations.

Commentary Figure 1. Associations between longer-term exposures to PM$_{2.5}$ and all-cause mortality among enrollees in the full Medicare cohort (left side) and in the low-exposure cohort (right side). Data shown are HRs and 95% CIs. The HRs were estimated under five statistical approaches: three causal inference approaches using generalized propensity scores (matching, weighting, and adjustment) and two traditional approaches (Cox and Poisson regression). The HRs were calculated per 10-µg/m$^3$ increase in PM$_{2.5}$ exposure. Results are presented for fully adjusted models. (Source: Adapted from Figure 6 in the Investigators’ Report.)
Commentary Figure 2. Estimated ER functions relating PM$_{2.5}$, NO$_2$, and O$_3$ to all-cause mortality among Medicare enrollees (2000–2016) with and without adjustment for copollutants. Data shown are HRs with 95% CIs obtained using a generalized propensity score matching approach. The left panels show the ER functions associating long-term exposure to one pollutant with all-cause mortality, adjusted for the other two pollutants as potential confounders. The right panels show the ER functions for single-pollutant models without adjusting for the other two pollutants. To avoid potentially unstable behavior at the support boundaries, the highest 1% and lowest 1% of pollutants exposures were excluded. (Source: Figure 7 in the Investigators’ Report.)
Particularly strong aspects of this work include the use of an extremely large, national health cohort (Medicare) with almost 70 million participants; relatively high-resolution annual mean exposure estimates for each year of follow-up; and the development of novel approaches to causal modeling to assess the associations between air pollution exposure and mortality. The development and presentation of five approaches to risk estimation was a major achievement of this work. The evaluation of the nonlinearity in multipollutant models was an additional valuable contribution. The Panel also appreciated that the datasets (those not subject to confidentiality restrictions) and statistical codes developed for the study have been made publicly available, thus facilitating transparency and reproducibility.

In spite of these many strengths, the Panel noted a few limitations with some of the approaches used, such as the quality of the exposure estimates in rural areas; the fact that all exposure estimates were aggregated to the zip code level of analysis; and the hybrid nature of the study design, which included some covariates measured at the individual level, others at the zip code level, and others at the county level. These and other aspects of the study design and approach and the interpretations of the findings and results are described and discussed in the following sections.

EVALUATION OF STUDY DESIGN AND APPROACH

Air Pollution Models and Exposure Estimation

The development of annual exposure estimates for three pollutants covering the contiguous United States was an impressive achievement of the study. This accomplishment is impressive because of the large geographic scope of the exposure models, because of the vast amount and variety of datasets the investigators assembled to produce them, and because of the computational requirements to do so. These exposure models allowed the investigators to assign exposure estimates to cohort participants, including those in rural areas where there are few or no pollution monitors, for each year of follow-up. The Panel had concerns, however, about the quality and accuracy of the estimates for rural areas, precisely because there are few or no pollution monitors. Generally, U.S. EPA monitors are located for the purpose of compliance with NAAQS, so they are placed in more populated, urban areas where air pollution concentrations are higher. Consequently, rural areas — where population densities and pollutant concentrations are lower — are not monitored as intensively. Thus, the models can be more prone to larger errors there, and they can’t be validated as well as at other locations. Given that relatively few people live in these areas, the errors might not have much effect on the overall exposure estimates or the main epidemiological analyses. If these rural populations represent a sufficiently large portion of those with the lowest exposures, however, the errors introduced here could be particularly important for the study in its influence on the low ends of the ER functions and on subsequent epidemiological analyses.

Generally, the Panel was impressed with the achievement of producing the models at the relatively fine spatial scale of 1 km by 1 km. However, models at this spatial resolution do not capture fine-scale variability in ambient concentrations; that is, they do not capture local gradients in concentrations, such as those along roadways or near major point sources. The exposure estimations for those living in the vicinity of such areas are therefore probably underestimated (for PM2.5) or overestimated (for O3, because of local area scavenging).

Regardless, the investigators did not have access to full address information for cohort participants and therefore had to aggregate these pollution estimates to the geographic scale of zip codes for the purpose of estimating participants’ long-term exposures. This analytic step entailed that all participants living in a given zip code, which in many cases can be 100–200 km² in size or more, were assigned the same exposure estimate. An implication of this fact is that the observed associations with mortality might be driven by larger-scale, pollution trends as opposed to highly localized gradients, such as might be found along roadways or near key point sources. As noted above, zip codes vary substantially in size, with rural zip codes generally covering much larger areas than urban zip codes. This might imply greater exposure error in rural areas, which might also have the lowest concentrations.

Ultimately, the methods for developing the models, and the models themselves, should prove valuable to other researchers who are studying air pollution and health, given that the exposure estimates have been made publicly available to access and download. From the inception of the study, the Panel was pleased to note that the investigators planned to make their data and methods available to other investigators. The Panel commends them for this effort to support research transparency and reproducibility, while also noting that not all of the datasets could be made available for free (for example, users must pay to access Medicare records from the U.S. Centers for Medicare & Medicaid Services’ Research Data Assistance Center).

Evaluation of Epidemiological Analysis

As described above, the analyses used spatially aggregated estimates of exposure and of several potential confounders. Thus, the exposure and the confounders vary across at most ~32,000 data points (i.e., zip codes) (and fewer for the covariates aggregated to the county level). That is, the epidemiological analyses presented in the report followed a hybrid study design that mixed characteristics of individual-level cohort studies and of ecological analyses. Though this is not entirely uncommon in this field, a key implication of ecological analyses is that they are unable to capture variability in exposures.
or population characteristics present at the individual level. Specifically, one must take the perspective that aggregate exposures (and population characteristics) are equivalent to individual-level exposures (and individual-level characteristics) — for example, that the proportion of low-income individuals in a given zip code represents individual-level poverty. This is not a perfect measure of individual-level poverty, but the investigators argue that at this scale, and as measured, it is adequate for purposes of their analyses.

Another implication for studies based on aggregated data is the potential for the modifiable areal unit problem, in which the observed patterns depend on (and might be biased by) the size and shapes of the arbitrarily defined spatial units of aggregation (i.e., zip codes). Associations between an exposure and health outcome likely operate differently at different scales, and it is not possible to know which scale is most appropriate for any given study. For example, Dominici and colleagues might have found different estimates of risk had they aggregated their data to, say, Census tracts or if the boundaries (shapes or sizes) of the zip codes were defined differently.

The epidemiological analyses are further complicated by the fact that confounders were defined at multiple spatial scales, including some at the individual level (age and sex), others at the zip code level (meteorological variables and indicators of SES), some at the county level (average body mass index and smoking rate), and an indicator for broad regional environment, resulting in a complex hybrid epidemiological model. The Panel felt that this hybrid approach, with confounders measured at several different spatial scales, and in particular with no SES data measured at the individual level, rendered interpretation complicated. On the one hand, when using an aggregated exposure, there cannot be confounding from individual-level variables, although confounding from spatially aggregated values of those variables could be present and was accounted for in the investigators’ analyses. On the other hand, aggregation introduces exposure measurement error. The bias from this measurement error is unknown and is difficult to account for statistically, particularly in a complicated real-world analysis, in the context of causal inference, and with multiple pollutants all subject to measurement error.

Notably, in the Phase 1 report, the investigators found that models for PM\(_{2.5}\) and cause-specific hospitalization and all-cause mortality were not sensitive to the omission of several individual-level confounders using a nationally representative subsample (~32,000) of Medicare participants with individual information on risk factors. They interpreted those results as an indication that omitting individual risk factors would not lead to biased results in their main analysis. Those findings generally support the validity of the ecological approach to covariate measurement and adjustment presented here. The Panel did note the importance of adjusting for time in their models as was evident from their sensitivity analyses and were pleased to see year included in the Phase 2 report. They did, however, question whether adjustment for regional environment with only four categories (West, Midwest, South, and Northeast) was sufficient for the purpose of capturing regional variation in unmeasured characteristics that might confound the observed associations.

Regarding the causal analyses, the Panel was impressed by the effort to develop and present three approaches for causal inference that adjusted for confounding using the generalized propensity score by (1) matching, (2) weighting, and (3) adjustment. The Panel was especially pleased with how well the investigators described and defined the assumptions of the generalized propensity score approach and evaluated how well they thought they met the assumptions. That said, the Panel suggests that causal approaches are helpful but are still limited by the underlying data. For example, in this case, the Panel was concerned that applying the causal inference approaches at the zip code level has unclear implications for the statistical properties of the health effects estimation. Ultimately, all approaches are attempting to get at causal relationships, and the key value added in this study was comparing the consistency of findings across multiple approaches.

In summary, the Panel felt that a strength of the report was the collection of epidemiological analyses based on both traditional (i.e., Cox and Poisson) and causal inference approaches. Each approach individually has relative strengths and limitations, but together they allowed the investigators to present a thorough and robust investigation. The Panel felt that interpretation of the results requires a balanced perspective and that it is challenging to assign more weight or value to any one of these results based on the approach alone.

**DISCUSSION OF THE FINDINGS AND INTERPRETATION**

In this large study with rigorous analyses, including several causal inference approaches, the investigators reported findings that were generally consistent with each other and with those of previous studies. The Panel found it reassuring that the investigators found good consistency in results using five analytical approaches (Commentary Figure 1). It is interesting that models using distinct statistical methods with very different approaches to covariate adjustment all produced effect estimates of generally similar magnitude (i.e., HRs for PM\(_{2.5}\) on all-cause mortality all between 1.06 and 1.08 per 10 µg/m\(^3\)). However, such a result is not wholly unexpected, given that the analyses were all conducted with the exact same datasets.

The Panel appreciated that Dominici and colleagues presented results from all five statistical methods for the full cohort and the low-exposure cohort. The latter analyses in particular contributed important evidence of effects on health associated with relatively low concentrations of ambient pollution. The findings contributed to the small, yet increasing, body of evidence reporting adverse health effects associated
with exposures to such low concentrations of ambient pollution.

The Medicare cohort used in the study consists of older Americans (ages 65 and over at baseline, mean age 69.2 years). The Panel was uncertain about the generalizability of the findings presented here to other age groups or to those living in other geographic locations. For example, it is not clear to what extent the risks estimated here for older adults might compare with those for younger adults. This issue was not discussed in the report.

The presentation of ER functions for both single and multipollutant models was another important contribution of the report. The presentation format of the figures was clear, and it was helpful to be able to compare the single- and multipollutant figures next to each other. As noted above (and shown in Commentary Figure 2), the plots showed evidence of associations between mortality and long-term exposures to PM$_{2.5}$ as low as 3 µg/m$^3$. In the case of PM$_{2.5}$, the shapes of the ER functions were almost linear. It is important to note here that the investigators emphasized that they drew their main conclusions for the study from the single-pollutant models and that it remains unclear whether ambient NO$_2$ or O$_3$ actually serve as confounders of the relationships between ambient PM$_{2.5}$ and health outcomes. Although the Panel would agree on this point, it nevertheless leaves open the possibility of confounding by copollutants in single-pollutant analyses.

Regarding the overall interpretation of the causal inference models for PM$_{2.5}$ and mortality, the Panel appreciated that the investigators did not overextend their confidence in the results of the models in demonstrating causality.

CONCLUSIONS

In summary, this study represents an important contribution to the literature on the health effects of long-term exposure to ambient air pollution in a very large cohort of older adults in the United States. Dominici and colleagues conducted an extensive and innovative set of analyses, including traditional regression models and causal inference models, with very large air pollution and health data sets. They reported evidence from their causal inference analyses of relationships between mortality and long-term exposures to PM$_{2.5}$ and NO$_2$. For O$_3$, ER functions with all-cause mortality were almost flat below 45 ppb and showed no statistically significant effects, but there was evidence of increased hazard at exposures greater than 45 ppb. Moreover, the estimates of mortality risk associated with PM$_{2.5}$ exposure were generally similar using the five different statistical approaches and remained elevated among participants with longer-term exposures below or equal to 12 µg/m$^3$, the current NAAQS for PM$_{2.5}$.

The effect estimates reported here for PM$_{2.5}$ on all-cause mortality were similar to those reported in several previous studies that have considered these associations at low exposures. In their work, Dominici and colleagues have used a massive dataset of mortality from older adults across the full United States over more than 15 years. With their spatial prediction models and causal modeling approaches, they have overcome some of the limitations of previous studies. However, the complex hybrid nature of the analyses — in which they used several spatial scales across the many variables included — makes it difficult to understand fully the implications of these hybrid approaches. Thus, there remain some potential sources of error that could have affected the results. These include (1) the likely greater error in estimating rural concentrations due to the relative paucity of ground monitors for evaluation and training of exposure models in those areas, (2) the exposure measurement error from using zipcode aggregated exposure estimates, and (3) the effects of using aggregated covariates (at several spatial scales) in adjusting for confounding. Ultimately, the major contribution of this study is that using several different approaches, the investigators produced findings that were generally consistent with each other and with those of previous studies.
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