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A B O U T  H E I

v

The Health Effects Institute is a nonprofi t corporation chartered in 1980 as an independent 
research organization to provide high-quality, impartial, and relevant science on the effects of air 
pollution on health.  To accomplish its mission, the institute

• Identifi es the highest-priority areas for health effects research;

• Competitively funds and oversees research projects;

• Provides intensive independent review of HEI-supported studies and related 
research;

• Integrates HEI’s research results with those of other institutions into broader 
evaluations; and

• Communicates the results of HEI’s research and analyses to public and private 
decision makers.

HEI typically receives half of its core funds from the U.S. Environmental Protection Agency 
and half from the worldwide motor vehicle industry. Frequently, other public and private 
organizations in the United States and around the world also support major projects or 
research programs. HEI has funded more than 280 research projects in North America, Europe, 
Asia, and Latin America, the results of which have informed decisions regarding carbon 
monoxide, air toxics, nitrogen oxides, diesel exhaust, ozone, particulate matter, and other 
pollutants.  These results have appeared in the peer-reviewed literature and in more than 
200 comprehensive reports published by HEI.

HEI’s independent Board of Directors consists of leaders in science and policy who are 
committed to fostering the public–private partnership that is central to the organization.  The 
Health Research Committee solicits input from HEI sponsors and other stakeholders and works 
with scientifi c staff to develop a Five-Year Strategic Plan, select research projects for funding, and 
oversee their conduct.  The Health Review Committee, which has no role in selecting or 
overseeing studies, works with staff to evaluate and interpret the results of funded studies and 
related research.

All project results and accompanying comments by the Health Review Committee are widely 
disseminated through HEI’s Web site (www.healtheffects.org), printed reports, newsletters and 
other publications, annual conferences, and presentations to legislative bodies and public agencies.
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vii

Research Report 168,  Accountability  Analysis of  Title IV Phase 2 of the 1990 Clean  Air  Act 
Amendments, presents a research project funded by the Health Effects Institute and conducted 
by Dr. Richard D. Morgenstern of Resources for the Future, Washington, D.C., and his colleagues. 
This report contains three main sections.

The HEI Statement, prepared by staff at HEI, is a brief, nontechnical summary of the 
study and its fi ndings; it also briefl y describes the Health Review Committee’s 
comments on the study.

The Investigators’ Report, prepared by Morgenstern and colleagues, describes the 
scientifi c background, aims, methods, results, and conclusions of the study.

The Commentary is prepared by members of the Health Review Committee with 
the assistance of HEI staff; it places the study in a broader scientifi c context, points 
out its strengths and limitations, and discusses remaining uncertainties and 
implications of the study’s fi ndings for public health and future research.

This report has gone through HEI’s rigorous review process.  When an HEI-funded study is 
completed, the investigators submit a draft fi nal report presenting the background and results of 
the study.   This draft report is fi rst examined by outside technical reviewers and a biostatistician. 
The report and the reviewers’ comments are then evaluated by members of the Health Review 
Committee, an independent panel of distinguished scientists who have no involvement in 
selecting or overseeing HEI studies. During the review process, the investigators have an 
opportunity to exchange comments with the Review Committee and, as necessary, to revise 
their report.  The Commentary refl ects the information provided in the fi nal version of the report.
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The goal of most air quality regulations is to protect 
the public’s health by implementing regulatory actions 
or providing economic incentives that help reduce the 
public’s exposure to air pollutants. If this goal is met, air 
pollution should be reduced, and indicators of public 
health should improve or at least not deteriorate. Eval-
uating the extent to which air quality regulations suc-
ceed in protecting public health is part of a broader 
effort  —  variously termed outcomes research, account-
ability research, or research on regulatory effectiveness 
—  designed to assess the performance of environ-
mental regulatory policies in general. In recent decades, 
air quality in the United States and Western Europe 
has improved substantially, and this improvement is 
attributable to a number of factors, including increas-
ingly stringent air quality regulations. However, the cost 
of the pollution-control technologies and mechanisms 
needed to implement and enforce these regulations is 
often high. It is therefore prudent to ask whether the 
regulations have in fact yielded demonstrable improve-
ments in public health, which will provide useful feed-
back to inform future efforts.

Several U.S. government agencies have concluded 
that direct evidence about the extent to which air 
quality regulations have improved health (measured as 
a decrease in premature mortality and excess morbid-
ity) is lacking.  This fi nding is well documented by the 
National Research Council (NRC) in its report Esti-
mating the Public Health Benefi ts of Proposed Air Pollu-
tion Regulations (NRC 2002), as well as by the Califor-
nia Air Resources Board, the U.S. Environmental 
Protection Agency (EPA), the U.S. Centers for Disease 
Control and Prevention (CDC), and other agencies.

In 2003, the Health Effects Institute published a 
monograph on outcomes research, Communication 11, 
Assessing Health Impact of Air Quality Regulations: Con-
cepts and Methods for Accountability Research (HEI 
2003).  This monograph was written by the mem-
bers of HEI’s multidisciplinary Accountability Work-
ing Group after a 2001 workshop on the topic. 

C ommunication 11 set out a conceptual framework 
for outcomes research and identifi ed the types of 
e vidence required and the methods by which the evi-
dence should be obtained. It has also guided the de-
velopment of the HEI Health Outcomes Research 
program, which is discussed below.

Between 2002 and 2004, HEI issued four requests 
for applications (RFAs) for studies to evaluate the 
effects of actions taken to improve air quality.  The study 
by Dr. Richard Morgenstern and colleagues described 
in this Research Report (Morgenstern et al. 2012) was 
funded under RFA 04-4, “Measuring the Health Impact 
of Actions Taken to Improve Air Quality.” HEI funded 
eight additional outcomes studies resulting from this 
and other RFAs (see Preface Table).

This preface describes both the framework of out-
comes research as it relates to air quality regulations 
and HEI’s Outcomes Research program.

BACKGROUND

The fi rst step in assessing the effectiveness of air 
quality regulations is to measure emissions of the tar-
geted pollutants to see whether they have in fact 
decreased as intended.  A series of intermediate assess-
ments, described in detail below, are needed in order 
to accurately measure the adverse health effects asso-
ciated with air pollution to see whether they, too, de-
creased in incidence or severity relative to emissions. 
Some outcomes studies to date have used hypotheti-
cal scenarios (comparing estimated outcomes under 
existing and more stringent regulations) and risk esti-
mates obtained from epidemiologic studies in an attempt 
to quantify past effects on health and to predict future 
effects (U.S. EPA 1999). However, more extensive vali-
dation of these estimates with data on actual outcomes 
would be helpful.

The long-term improvements in U.S.  air quality have 
been associated with improved health in retrospective 
epidemiologic studies (Chay and Greenstone 2003; 

HEI’s Outcomes Research Program
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HEI’s Outcomes Research Programa

RFA / 
Investigator (Institution) Study or Report Title Intervention

RFA 02-1
Douglas Dockery (Harvard School 

of Public Health, Boston, MA)
“Effects of Air Pollution Control on Mortality 

and Hospital Admissions in Ireland” 
(in press)

Coal ban in Irish cities

Annette Peters (GSF–National 
Research Center for 
Environment and Health, 
Neuherberg, Germanyb)

The Infl uence of Improved Air Quality on 
Mortality Risks in Erfurt, Germany 
(published as Research Report 137, 2009)

Switch from brown coal to natural 
gas for home heating and power 
plants, changes in motor vehicle 
fl eet after reunifi cation of 
Germany

RFA 04-1
Frank Kelly (King’s College London, 

London, U.K.)
The Impact of the Congestion Charging 

Scheme on Air Quality in London: Part 1. 
Emissions Modeling and Analysis of Air 
Pollution Measurements. Part 2.  Analysis 
of the Oxidative Potential of Particulate 
Matter (published as Research Report 155, 
2011)

Measures to reduce traffi c 
congestion in the inner city 
of London

RFA 04-4
Frank Kelly (King’s College London, 

London, U.K.)
The London Low Emission Zone Baseline 

Study (published as Research Report 163, 
2011)

Measures to exclude most 
polluting vehicles from entering 
greater London

Richard Morgenstern (Resources 
for the Future, Washington, DC)

Accountability Analysis of  Title IV Phase 2 of 
the 1990 Clean Air Act Amendments 
(published as Research Report 168, 2012)

Measures to reduce sulfur 
emissions from power plants 
east of the Mississippi River

Curtis Noonan (University of 
Montana, Missoula, MT)

Assessing the Impact of a Wood Stove 
Replacement Program on Air Quality and 
Children’s Health (published as Research 
Report 162, 2011)

Woodstove change-out program

Jennifer Peel (Colorado State 
University, Fort Collins, CO)

Impact of Improved Air Quality During the 
1996 Summer Olympic Games in Atlanta 
on Multiple Cardiovascular and Respiratory 
Outcomes (published as Research Report 
148, 2010)

Measures to reduce traffi c 
congestion during the 
Atlanta Olympics

Chit-Ming Wong (University of 
Hong Kong, Hong Kong)

Impact of the 1990 Hong Kong Legislation for 
Restriction on Sulfur Content in Fuel 
(published as Research Report 170, 2012)

Measures to reduce sulfur content 
in fuel for motor vehicles and 
power plants

RFPA 05-3
Junfeng (Jim) Zhang (University 

of Medicine and Dentistry of 
New Jersey, Piscataway, NJ)

“Molecular and Physiological Responses to 
Drastic Changes in PM Concentration and 
Composition” (in press)

Measures to improve air quality 
during the Beijing Olympics

a Abbreviations: RFA, Request for Applications; RFPA, Request for Preliminary Applications. 
b As of 2008, this institution has been called the Helmholtz Zentrum München–German Research Center for Environmental Health.
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Laden et al. 2006; Pope et al. 2009). Considerable 
challenges, however, are inherent in the assessment of 
the health effects of air quality regulations. Different 
regulations go into effect at different times, for exam-
ple, and may be implemented at different levels of gov-
ernment (e.g., national, regional, or local).  Their effec-
tiveness therefore needs to be assessed in ways that 
take into account the varying times of implementation 
and levels of regulation. In addition, other changes at 
the same time and place might confound an apparent 
association between pollution reduction and improved 
health, such as economic trends (e.g., changes in em-
ployment), improvements in health care, and behav-
ioral changes (e.g., staying indoors when government 
warnings indicate pollution concentrations are high). 
Moreover, adverse health effects that might have been 
caused by exposure to air pollution can also be caused 
by other environmental risk factors (some of which 
may have changed over the same time periods as the 
air pollution concentrations).  These challenges become 
more pronounced when regulations are implemented 
over long periods and when changes in air quality and 
health outcomes are not seen immediately, thus in-
creasing the chance for confounding by other factors. 
For these reasons, scenarios in which regulations are 

expected to have resulted in rapid changes in air quality 
tend to be among the fi rst, and most likely, targets for 
investigation, rather than evaluations of complex regu-
latory programs implemented over multiple years. Stud-
ies in Ireland by Clancy and colleagues (2002) and in 
Hong Kong by Hedley and colleagues (2002) are ex-
amples of such scenarios.

These inherent challenges are well documented in 
Communication 11 (HEI 2003), which was intended to 
advance the concept of outcomes research and to fos-
ter the development of methods and studies through-
out the relevant scientifi c and policy communities. In 
addition, recent advances in data collection and ana-
lytic techniques provide an unprecedented opportu-
nity to improve our assessments of the effects of air 
quality interventions.

THE OUTCOMES EVALUATION CYCLE

The NRC’s Committee on Research Priorities for 
Airborne Particulate Matter set out a conceptual 
framework for linking air pollution sources to adverse 
health effects (NRC 1998).  This framework can be 
used to identify factors along an “outcomes evaluation 
cycle” (see Figure below), each stage of which affords 

Outcomes Evaluation Cycle. Each box represents a stage in the process between regulatory action and human health responses to air 
pollution.  Arrows connecting the stages indicate possible directions of infl uence.  The text below the arrows identifi es factors affecting the 
effectiveness of regulatory actions at each stage.  At several of the stages, knowledge gained from studies on outcomes can provide valuable 
feedback for improving regulatory or other actions.
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its own opportunities for making quantitative measure-
ments of the intended improvements.

At the fi rst stage (regulatory action), one can assess 
whether controls on source emissions have in fact 
been put into place.  At the second stage (emissions), 
one can determine whether controls on sources have 
indeed reduced emissions, whether emitters have 
changed their practices, and whether there have been 
unintended consequences.  At the third stage (ambient 
air quality), one can assess whether controls on sources 
and reductions in emissions have resulted in improved 
air quality.  At the fourth stage (personal or population 
exposure), one can assess whether the improvement 
in air quality has reduced people’s actual exposure and 
whether susceptible subpopulations (those most likely 
to experience adverse health effects) have benefi ted.  
At this stage, it is important to take into account 
changes in time–activity patterns that could either in-
crease or reduce exposure.  The actual dose that an 
individual’s organs may be exposed to should also be 
considered (i.e., whether reductions in exposure have 
led to reductions in concentrations in body tissues 
such as the lung). Finally, at the fi fth stage (human health 
response), one can assess whether risks to health have 
declined, given the evidence about changes in health 
outcomes such as morbidity and mortality that have 
resulted from changes in exposure.  The challenge at 
this stage is to investigate the health outcomes that are 
most directly related to exposure to air pollution.

At each stage in the outcomes evaluation cycle, the 
opportunity exists to collect evidence that either vali-
dates the assumptions that motivated the intervention 
or points to ways in which the assumptions were in-
correct.  The collection of such evidence can thus ensure 
that future interventions are maximally effective.

Ultimately, the framework for outcomes research 
will need to encompass investigations of the broader 
consequences of regulations, not just the intended 
consequences. Unintended consequences should also 
be investigated, along with the possibility that risks to 
public health in fact increased, as discussed by Wiener 
(1998) and others who have advanced the concept of 
a portfolio of effects of a regulation.

HEI’S OUTCOMES RESEARCH PROGRAM

HEI’s Outcomes Research program currently includes 
nine studies.  The study by Dr. Richard Morgenstern 

and colleagues presented in this report is the seventh 
to be published.  The remaining studies are in press and 
are expected to be published in 2013.

These studies involve the measurement of indica-
tors along the entire outcomes evaluation cycle, from 
regulatory or other interventions to human health 
outcomes. Some of the studies focused on interven-
tions that are implemented over relatively short peri-
ods of time, such as a ban on the sale of coal, the 
replacement of old wood stoves with more effi cient, 
cleaner ones, reductions in the sulfur content of fuels, 
and measures to reduce traffi c. Other groups focused 
on longer-term, wider-ranging interventions or events; 
for instance, one study assessed complex changes asso-
ciated with the reunifi cation of the former East and 
West Germany, including a switch from brown coal to 
natural gas for fueling power plants and home-heating 
systems and an increase in the number of modern 
diesel-powered vehicles in eastern Germany. HEI is 
also supporting research, including the development of 
methods, in an especially challenging area, namely, assess-
ment of the effects of regulations implemented incre-
mentally over extended periods of time, such as those, 
examined in the current study, that resulted from Title IV 
of the 1990 Clean Air Act Amendments (U.S. EPA 
1990), which aimed at reducing sulfur dioxide emissions 
from power plants by requiring compliance with pre-
scribed emission limitations. Studies on health outcomes 
funded by HEI to date are summarized in the Preface 
Table on page x and described in more detail in an 
interim evaluation of the HEI Outcomes Research pro-
gram (van Erp and Cohen 2009; van Erp et al. 2012).

FUTURE DIRECTIONS

As a part of its Strategic Plan for 2010 through 2015 
(HEI 2010a), HEI has looked closely at opportunities 
for unique new contributions to health outcomes re-
search. Key recommendations for future research were 
made at a December 2009 planning workshop (HEI 
2010b), which led to HEI issuing a new Request for 
Applications in January 2011 for a second wave of 
outcomes research. RFA 11-1, “Health Outcomes 
Research  —  Assessing the Health Outcomes of Air 
Quality Actions,” solicited applications for studies de-
signed to assess the health effects of actions to im-
prove air quality and to develop methods required for, 
and specifi cally suited to, conducting such research. 
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Recently, HEI approved four studies: two will evaluate 
regulatory and other actions at the national or regional 
level implemented over multiple years; a third study 
will evaluate complex sets of actions targeted at improv-
 ing air quality in large urban areas and major ports with 
well-documented air quality problems and programs 
to address them; and a fourth study will develop 
methods to support such health outcomes research. 
These studies are currently underway.

In addition, HEI has funded the development of two 
Web sites intended to enhance transparency and pro-
vide other researchers with access to extensive data 
and software from HEI-funded studies:

1. Data and software from the National Morbidity, 
Mortality, and Air Pollution Study (NMMAPS), as 
described by Zeger and colleagues (2006) (data 
available at the Johns Hopkins Bloomberg School 
of Public Health Web site www.ihapss.jhsph.edu); 
and

2. Data from the National Particle Component Tox-
icity Initiative (NPACT) on concentrations of 
components of particulate matter with an aero-
dynamic diameter � 2.5 µm (PM2.5) collected at 
or near the 54 sites in the EPA’s PM2.5 Chemical 
Speciation Trends Network (STN) (data available 
at the Atmospheric and Environmental Research 
Web site https://hei.aer.com).

The data on pollution and health from a large num-
ber of U.S. cities, as documented by the NMMAPS 
team and made available on the Internet-Based Health 
and Air Pollution Surveillance System (iHAPSS) Web 
site, constitute a valuable resource that allows other 
researchers to undertake additional analyses, possibly 
including further outcomes studies.  The STN Web site 
provides scientists an opportunity to investigate spe-
cifi c questions about concentrations of PM2.5 compo-
nents and their association with adverse health effects 
in regions covered by the STN network and to address 
questions related to outcomes research when inter-
ventions in these regions are being planned.

In January 2008, HEI co-organized and cosponsored, 
with the CDC’s National Environmental Public Health 
Tracking Program and the EPA, a workshop titled 
“Methodologic Issues in Environmental Public Health 
Tracking of Air Pollution Effects.” The workshop was 
part of an effort to implement the initiative outlined in 
HEI’s Strategic Plan for 2005 through 2010 (HEI 2005) 

to “build networks with the U.S. Centers for Disease 
Control and Prevention and state public health track-
ing programs to facilitate accountability research.”

The workshop built on the work of the CDC’s Na-
tional Environmental Public Health Tracking Program 
(see the CDC Web site www.cdc.gov/nceh/tracking/) 
in the development of standardized measures of air 
p ollution–related effects on health at the state and local 
levels in the United States. It brought together repre-
sentatives of state and federal agencies and academic 
researchers to discuss methodologic issues in develop-
ing standardized measures and made recommenda-
tions for their further development and application in 
assessing the health impacts of air pollution, including 
the impacts of actions taken to improve air quality.  
The recommendations were provided in a September 
2008 report to the CDC, and the proceedings were 
published in the journal Air Quality,  Atmosphere & Health 
in December 2009 (Matte et al. 2009).  The CDC has 
subsequently funded a pilot project under the National 
Environmental Public Health Tracking Program to im-
plement the recommendations of the workshop in 
selected states and metropolitan areas.

HEI will continue to seek opportunities to work 
with the CDC and the EPA to apply methods newly 
developed for tracking public health and assessing the 
effectiveness of environmental regulations.

Investigators who have identifi ed a distinctive oppor-
tunity to evaluate the effects of environmental regula-
tions on air pollution and human health are encour-
aged to contact HEI.
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Synopsis of Research Report 168

This Statement, prepared by the Health Effects Institute, summarizes a research project funded by HEI and conducted by Dr. Richard D. 
M orgenstern of Resources for the Future, Washington, D.C., and colleagues. Research Report 168 contains both the detailed Investigators’ 
Report and a Commentary on the study prepared by the Institute’s Health Review Committee. 

BACKGROUND

As our understanding of the adverse health ef-
fects associated with exposure to particulate matter 
(PM) � 2.5 µm in aerodynamic diameter (PM2.5) has 
grown, ambient PM2.5 concentrations have been in-
creasingly regulated in the United States and Eu-
rope. Although it is desirable to verify that air qual-
ity regulations have resulted in improved air quality, 
improved health, and reduced mortality, evidence 
for verifi cation  —  particularly in terms of health 
outcomes  —  has not often been systematically col-
lected and is diffi cult to establish retrospectively. 

In 2000, HEI launched an initiative to improve the 
evidentiary and methodologic bases for assessing 
the health impact of regulations and other actions 
or situations resulting in improved air quality; since 
then it has funded nine studies through four Re-
quests for Applications (RFAs) issued between 2002 
and 2004. The current study, led by Dr. Richard D. 
Morgenstern of Resources for the Future, was funded 
under RFA 04-4, which sought proposals for studies 
of the health effects associated with planned actions 
to improve air quality (or other situations resulting 
in marked air quality improvements). Morgenstern 
and his team analyzed the effects of reductions in 
pollutants from power plants on PM2.5 concentra-
tions in the eastern United States between 1999 and 
2005 using a statistical model linking emissions 
and air quality monitoring data.

Title IV of the Clean Air Act of 1990, entitled 
“Acid Deposition Control,” called for a permanent 
10-million-ton reduction in sulfur dioxide (SO2) 
emissions from 1980 levels and required installa-
tion of continuous monitoring equipment for SO2 
emissions to ensure compliance and track improve-
ments. Beginning with the 1997 National Ambient 
Air Quality Standards for PM, the U.S. Environ-
mental Protection Agency (EPA) set standards for 

PM2.5 concentrations, and $128 million was appro-
priated for a nationwide array of PM2.5 monitoring 
stations known as the Air Quality System monitor-
ing network. 

When evaluating a regulatory action intended to 
improve air quality, either prospectively or retro-
spectively, EPA scientists frequently employ a chem-
ical transport model, such as the Community Multi-
scale Air Quality (CMAQ) modeling system. One 
key limitation to the use of such models is that they 
are based on modeling estimations and not monitor-
ing data. For the current study, Morgenstern and his 
team proposed a novel model that was data-driven, 
in that it depended on measured values of emis-
sions and pollutant concentrations and was inher-
ently observational. The statistical models that the 
investigators developed to link changes in emissions 
of SO2 and nitrogen oxides (NOx) to changes in am-
bient PM2.5 concentrations were broadly based on 
source–receptor models that are widely used for 
source apportionment. More specifi cally, the inves-
tigators based their work on a “spatial economet-
ric” approach, incorporating a statistical accounting 
of emissions in the manner of economic analysis, 
adapted for the current purposes of associating emis-
sions and air pollution levels. 

APPROACH

The investigators’ specifi c aims for the study were 
as follows: 

1. To assess what portion, if any, of the observed 
reductions in ambient concentrations of PM2.5 
that occurred in the United States in the years 
1999–2005 could be credited to emissions re-
ductions resulting from the implementation of 
Title IV Phase 2 of the 1990 Clean Air Act 
Amendments; and

Evaluating the Effects of Title IV of the 1990 Clean 
Air Act Amendments on Air Quality
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2. To develop a statistical modeling approach to 
link observed changes in emissions of SO2 and 
NOx from power plants to changes in PM2.5 
concentrations.

The models for the study were built using three 
datasets. Two of these, the EPA’s Clean Air Markets 
database and the National Emissions Inventory 
d atabase, provided inventories of source emissions 
of SO2 and NOx. The third, modeled as receptor 
data, consisted of air quality monitoring data from 
the EPA’s Air Quality System. 

For emissions, the Clean Air Markets data were 
classifi ed by location and date and adjusted for any 
important National Emissions Inventory database 
variables (e.g., industrial emissions sources that 
opted in to the Acid Rain Program during the study 
period). The Air Quality System dataset was also 
sorted by date and location, and monthly average 
values were calculated. 

Based on the location of the 193 Air Quality 
S ystem monitors used to build the model, the in-
vestigators defi ned circular zones of radius up to 
500 miles for tabulating emissions. The monthly av-
erage PM2.5 readings at the monitors, the emissions 
in the zones surrounding the monitors, meteoro-
logic variables from the Air Quality System database, 
and a large array of dummy variables and interac-
tion variables (referred to as fi xed-effects variables) 
to account for unmeasured emissions and factors 
infl uencing PM2.5 concentrations were combined in 
the statistical modeling framework relating emis-
sions of SO2 and NOx to measured PM2.5.

Morgenstern and his team used a linear regres-
sion model to explore the statistical relationships 
between source emissions of SO2 and NOx and 
the monitored concentrations of PM2.5. In these 
models, monthly average monitored concentrations 
of PM2.5 were the “outcome,” or “dependent,” vari-
able, modeled as a function of power plant emis-
sions of SO2 and NOx in the circular zones and 
of the fi xed-effects variables. The investigators fi rst 
constructed a relatively simple model in which 
monthly average PM2.5 measured at the monitors 
was modeled as a function of monthly power plant 
source emissions in the circular zones, monitor-site 
temperature (measured as deviation from mean 
temperature for the study period), and fi xed-effects 
variables for monitor site, year, and month. Because 
the emissions of SO2 and NOx were highly cor-
related, the investigators chose to drop NOx from 
their models. 

The investigators then built more complex mod-
els that included interaction terms combining such 
factors as temperature and emissions or site and 
year, exploring the effects of zone rings of various 
sizes around the monitors, of the inclusion of fi xed-
effects variables for season, and so on. Their pre-
ferred model contained the main SO2 emission vari-
able, an interaction variable for temperature and 
emissions, circular emission zones up to 400 miles 
from the PM2.5 monitors, a set of dummy variables 
for the effect of calendar month, and statistical 
a djustments for known violations of linear regres-
sion assumptions.

In addition to the use of mean squared error (MSE) 
as a measure of model fi t, Morgenstern and col-
leagues also performed various external comparisons 
of their models. As an initial check, they applied 
the model to data for the year 2006, which had not 
been included in the data used to build the model. 
The investigators also compared the performance of 
the source–receptor model with the results of an 
EPA Regulatory Impact Analysis that used the CMAQ 
model to predict changes in ambient PM2.5 based 
on reductions in emissions expected from imple-
mentation of the Clean Air Interstate Rule.

In order to evaluate the impact of the emissions 
reductions that occurred under Title IV of the Clean 
Air Act, the investigators simulated a counter-
factual situation in which no mandated reductions 
in SO2 occurred over the time period of the study. 
This simulation assumed that electric power plants 
covered under the Acid Rain Program continued to 
emit SO2 at the same rate as before the regulations 
and that consumption of electric power was the 
same as the actual consumption for the time period. 
They then ran their preferred model, built from the 
source– receptor analysis of actual 1999–2000 SO2 
emissions and ambient PM2.5 data, with the coun-
terfactual SO2 emissions data and compared the re-
sults with the actual measurements.

RESULTS

The investigators’ preferred model, which in-
cluded a temperature–emissions interaction term 
and monthly dummy variables, predicted monthly 
average PM2.5 concentrations at the Air Quality 
System monitoring locations with reasonable pre-
cision (MSE = 9.37 for emission zones within a 
400-mile radius, indicating a mean prediction error 
at a “typical” monitor of √9.37 = ±3.06 µg/m3). The 
model performed even more favorably when applied 



Research Report 168

3

to actual data for the 164 monitors in the 2006 data-
set that corresponded to monitors in the 1995–2005 
dataset, producing more precise predictions (MSE = 
7.85 for 2006 versus 9.37 for the 1999–2005 data). 
When the model was applied to 2006 data for the 
remaining 445 monitors that did not provide data 
for the original model-building exercise, prediction 
improved even further (MSE = 7.19). By comparing 
their counterfactual scenario with the actual regula-
tory scenario, the investigators calculated that Title 
IV of the Clean Air Act resulted in an estimated re-
duction in ambient PM2.5 concentrations (averaged 
across the eastern United States) of 1.07 µg/m3 be-
tween 1999 and 2005 (or 0.89 µg/m3 on a population-
weighted basis).

CONCLUSIONS 

In its independent review of the study, the HEI 
Health Review Committee found that the primary 
strength of the study was that it was data-driven 
and observational, rather than simply using com-
plex modeling techniques to assess the impact of a 
regulatory intervention. The Committee believed 
that the authors were appropriately careful about 
the inferences they drew from their work and rea-
sonably cautious about their fi ndings. It also found 
that Morgenstern and his team made a good-faith 
effort to address the general scientifi c questions 

about the effects of regulations on air quality that 
they had set out to address.

The Committee expressed a number of concerns 
about the development of the models and their po-
tential application to datasets other than those used 
to build them. Although the Committee felt there 
was some value to the investigators’ overall ap-
proach, the Committee found it diffi cult to fully as-
sess the potential application of these models to air 
quality management or impact assessment.

Despite these limitations, it was the Committee’s 
judgment that the investigators’ work contributed to 
the discussion of what portions of PM reductions 
can be attributed to an emissions reduction pro-
gram, with an approach that might be a useful alter-
native to atmospheric models in some applications. 
The Committee also noted that a model that esti-
mates ambient air quality changes secondary to 
emissions changes might also be applied to estimat-
ing changes in criteria pollutants secondary to regu-
lations aimed at reducing industrial emissions or 
even greenhouse gas emissions. This research and 
these models might also be able to provide useful 
information to organizations that want a quick esti-
mate of how much specifi c emitting facilities affect 
specifi c pollutant monitors or even communities, 
although atmospheric pollution dispersion models 
might be more readily applied.
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INVESTIGATORS’ REPORT

Accountability Analysis of Title IV Phase 2 of the 1990 
Clean Air Act Amendments

Richard D. Morgenstern, Winston Harrington, Jhih-Shyang Shih, and Michelle L. Bell

Resources for the Future, Washington, D.C. (R.D.M., W.H., J.-S.S.); Yale University, New Haven, 
Connecticut (M.L.B.)

ABSTRACT

In this study, we sought to assess what portion, if any, 
of the reductions in ambient concentrations of particulate 
matter (PM*) � 2.5 µm in aerodynamic diameter (PM2.5) 
that occurred in the United States between the years 1999 
and 2006 can be attributed to reductions in emissions of 
sulfur dioxide (SO2) and nitrogen oxides (NOx) resulting 
from implementation of Phase 2 of Title IV of the 1990 
Clean Air Act Amendments. To this end, a detailed statisti-
cal model linking sources and monitors over time and space 
was used to estimate associations between the observed 
emissions reductions and improvements in air quality.

Overall, it turned out to be quite feasible to use relatively 
transparent statistical methods to assess these outcomes of 
the Phase 2 program, which was designed to reduce long-
range transport of emissions. Associations between changes 
in emissions from individual power plants and monitor-
specifi c estimates of changes in concentrations of PM2.5, 
our indicator pollutant, were highly signifi cant and were 
mostly of the expected relative magnitudes with respect 
to distances and directions from sources. Originally esti-
mated on monthly data for a set of 193 monitors between 
1999 and 2005, our preferred model performed equally well 

using data for the same 193 monitors for 2006 as well as for 
an additional 217 monitors not in the original set in 2006.

Although substantial model uncertainty was observed, 
we were able to estimate that the Title IV Phase 2 emis-
sions reduction program implemented between 1999 and 
2005 reduced PM2.5 concentrations in the eastern United 
States by an average of 1.07 µg/m3 (standard deviation 
[SD] = 0.11 µg/m3) compared with a counterfactual case 
defi ned as there having been no change in emission rates 
per unit of energy input (1 million British thermal units 
[BTUs]). On a population-weighted basis, the comparable 
reduction in PM2.5 was 0.89 µg/m3.

Compared with the air quality fate and transport mod-
els used by the U.S. Environmental Protection Agency 
(EPA) to estimate air quality improvements associated 
with the Clean Air Interstate Rule (CAIR) for 2010 and 
2015, when baseline PM2.5 concentrations were expected 
to be about one-third lower, our statistical model yielded 
roughly similar results per ton of SO2 reduced, well within 
the estimated confi dence intervals of the models.

We have proposed a number of steps to advance air 
quality outcomes research using statistical methods. Spe-
cifi cally, we have emphasized the value of updating our 
analysis with post-2005 data to try to corroborate our fi nd-
ings. We have also recommended extending the work on 
air quality outcomes to include changes in health outcomes 
that might be associated with the implementation of Title 
IV Phase 2.

INTRODUCTION

To understand the true impact of major air pollution 
policies, it is critical to examine the outcomes of these 
policies using evidence-based assessments. Much of the 
existing literature has been based on intervention stud-
ies involving short-term actions at local scales, such as 
the Beijing (2008) or Atlanta (2002) Olympics, where 
relatively large, short-term changes in ambient pollution 

This Investigators’ Report is one part of Health Effects Institute Research 
Report 168, which also includes a Commentary by the Health Review Com-
mittee and an HEI Statement about the research project. Correspondence 
concerning the Investigators’ Report may be addressed to Dr. Richard D. 
Morgenstern, Resources for the Future, 1616 P St. N.W., Washington, DC 
20036; e-mail: morgenstern@rff.org.

Although this document was produced with partial funding by the United 
States Environmental Protection Agency under Assistance Award CR–
83234701 to the Health Effects Institute, it has not been subjected to the 
Agency’s peer and administrative review and therefore may not necessarily 
refl ect the views of the Agency, and no offi cial endorsement by it should be 
inferred. The contents of this document also have not been reviewed by 
private party institutions, including those that support the Health Effects 
Institute; therefore, it may not refl ect the views or policies of these parties, 
and no endorsement by them should be inferred.

* A list of abbreviations and other terms appears at the end of the Investiga-
tors’ Report.
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concentrations facilitated detection of a statistical signal 
linking changes in air quality and health outcomes. Detec-
tion of such a statistical signal is more challenging in the 
case of long-term, regional emission controls on sources 
located quite far from the areas they were intended to ben-
efi t. That is the subject of this research.

In 1990, as part of a broad series of changes, the Clean 
Air Act was amended to establish a national program to 
control acid rain precursors. Title IV of the 1990 Amend-
ments called for reducing emissions of SO2 and NOx from 
power plants. Although SO2 and NOx are emitted from 
many sources, power plants are responsible for emitting 
the vast majority of the SO2 and a signifi cant percentage of 
the NOx found in the atmosphere.

Title IV aimed to reduce SO2 emissions through a two-
phase program. After Phase 1 emission reduction require-
ments had become effective for a subset of plants, the 
“big, dirty” units, Phase 2 tightened annual emission lim-
its on the Phase 1 units and set new limits for more than 
2,000 smaller, cleaner units in all 48 contiguous states and 
the District of Columbia. The Phase 2 requirements, which 
became effective in 2000, represented the largest reduc-
tion in criteria pollutants to occur over a short period in 
the history of clean air regulation up to that time.

The Phase 2 reductions occurred at a time when an ad-
vanced, spatially detailed monitoring system was in place 
to detect respirable fi ne particles (PM2.5), thus creating a 
unique opportunity to develop a detailed outcomes analy-
sis focusing on long-range transport of SO2 and its conver-
sion into PM2.5. The current study covers the seven-year 
period beginning in 1999, one year before the formal start 
of phase 2, and extending through 2005.

In air pollution outcomes research, the key links in the 
accountability chain are those between regulatory action 
and emissions, emissions and air quality, air quality and 
exposure, and exposure and human health outcomes (Com-
mittee on Research Priorities for Airborne Particulate 
Matter 1998; Health Accountability Working Group 2003). 
Although the fi rst two links are routinely used by the EPA 
in individual rulemakings and evaluative studies, the 
analyses underlying them are generally “ex ante” in nature 
(i.e., predicting the effects of proposed regulations on 
ambient air quality). The third and fourth links have the 
strongest empirical support (Samet et al. 2000).

By its very nature, however, an outcomes assessment 
demands an “ex post” examination (i.e., looking after the 
fact at the actual observed effects of enacted regulations 
on ambient air quality). Further, to link emissions reduc-
tions to air quality improvements at distant locations, one 
needs to develop a spatially disaggregated counterfactual 

analysis, that is, an analysis of what the pollutant concen-
trations would have been at various locations in the ab-
sence of the policy that was hypothesized to have caused 
the air quality improvements. In the case of the current 
study, such an analysis also had to account for local or 
other policy changes beyond those associated with Title 
IV. Once a reliable counterfactual is developed, it becomes 
possible to compare predicted with observed pollutant 
concentrations across a study area.

A series of regulatory actions begun by the EPA in 1993 
established the implementation program for Title IV and 
the data collection requirements needed to manage the 
program (as well as the framework for the current study):

• The Acid Rain Core Rule (1993) defi ned two phases: 
Phase 1 (1995) required reductions from the “big, dirty” 
power plants, and Phase 2 (2000) required reductions 
from all other power plants affected by Title IV. Con-
tinuous emissions monitors for SO2 and NOx were 
mandated for virtually all regulated stacks, covering 
more than 90% of total SO2 emissions and about 60% 
of total NOx emissions in the eastern United States.

• The 1997 ambient air quality standard for PM2.5 
specifi ed monitoring requirements for this new cri-
teria pollutant. Although the standard itself was de-
layed in litigation until 2001, ambient monitoring 
requirements became effective in 1999. By 2004, there 
were 250 PM2.5 monitoring sites in the EPA’s Air 
Quality System.

• CAIR, promulgated in 2005, mandated an additional 
45% reduction in SO2 emissions by 2010 and further 
reductions in later years. Even though CAIR was sub-
sequently overturned by the courts, the banking pro-
visions of the rule, which allowed utilities to use cur-
rent excess emission reductions in future years, when 
it was expected to be more costly to make such reduc-
tions, further increased the incentive to reduce SO2 
emissions in 2005 and beyond.

During the 1999–2005 period, other important emis-
sions reduction programs were also in place, principally 
those designed to reduce NOx emissions from mobile and 
area sources. However, the power plant requirements had 
quite dramatic and identifi able impacts on total emissions 
and, we expected, on concentrations of PM2.5, our indica-
tor pollutant. The coincidental timing of the implementa-
tion of these policies to regulate emissions of SO2 and 
NOx as well as concentration of PM2.5, coupled with the 
enhanced, spatially detailed data available from the PM2.5 
monitoring network, presented a unique opportunity to 
conduct a rigorous outcomes analysis of Title IV Phase 2 
of the 1990 Clean Air Act Amendments.
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SPECIFIC AIMS

The overall goal of this study was to assess what por-
tion, if any, of the observed reductions in ambient concen-
trations of PM2.5 that occurred in the United States in the 
years 1999 through 2005 could be credited to emissions 
reductions resulting from the implementation of Title IV 
Phase 2 of the 1990 Clean Air Act Amendments.

Average ambient concentrations of PM2.5 in the United 
States declined by 10% between 1999 and 2002. In the 
southeast United States, average ambient concentrations 
of PM2.5 declined by about 20%. Over the same period, 
annual power plant emissions of SO2 declined by 2 mil-
lion tons, more than 15%. As a result of rising natural gas 
prices, a series of nuclear-plant maintenance issues, and 
mandated shutdowns to install NOx controls in certain 
facilities, coal use increased somewhat in 2003, with a 
concomitant increase in SO2 emissions in that year. The 
announcement of CAIR had its initial impact in early 
2004, when SO2 emissions again started to decline. Power 
plant NOx emissions also declined over this period, albeit 
in a largely monotonic pattern, representing approxi-
mately a 15% reduction between 1999 and 2005.

The current study has attempted to account for these 
occurrences by establishing a causal relationship between 
the emission reductions and the improvements in air qual-
ity using statistical techniques to link sources and moni-
tors. Specifi cally, we developed a statistical modeling 
approach to link observed changes in SO2 and NOx emis-
sions to changes in concentrations of PM2.5.

STATISTICAL MODELING APPROACH TO 
DEMONSTRATING LINKAGE BETWEEN 
SOURCES AND MONITORS

In this section, we describe the statistical method we 
used to establish a causal relationship between the emis-
sions reductions associated with Title IV Phase 2 and the 
observed changes in PM2.5 concentrations. The section 
also presents background information, including a brief 
discussion of the relevant literature; a description of the 
data used in the study, including the sample selection and 
averaging periods; a description of the methodology used; 
the results obtained; the results of a test of our modeled 
relationship for 2006 (an out-of-sample year beyond our 
basic dataset); the development of various counterfactual 
comparisons; and, fi nally, the study’s conclusions.

BACKGROUND

There are several points in the logical pathway from reg-
ulation to human health response that can be investigated 

in outcomes research (also known as accountability re-
search). The Health Effects Institute used a National 
Research Council framework to evaluate associations be-
tween air pollution and health outcomes to identify links 
in the framework for which outcomes can be studied 
(Health Accountability Working Group 2003). Regulatory 
action can be evaluated to determine if emissions controls 
have in fact been established. Emissions can be measured 
to determine if emissions of air pollutants and precursors 
of air pollutants have decreased (or increased). Ambient 
air quality can be measured to determine if changes in 
sources and emissions have resulted in changes in con-
centrations of air pollutants. Personal exposures can be 
measured to determine if exposures to air pollutants have 
changed (which could be a result of changes in ambient 
concentrations or changes in behaviors, such as staying 
indoors, that have altered exposure patterns). Changes in 
exposures can affect dose-to-target tissues, which can result 
in turn in changes in human health responses (Health 
Accountability Working Group 2003). Outcomes research 
can study these links (regulatory action → emissions → 
ambient air quality → personal exposure → dose-to-target 
tissues → human health response) individually or in vari-
ous combinations. Some studies also study the economic 
impacts of regulatory actions and health responses.

In addition to the links in the accountability chain, the 
study of accountability has several other aspects. Analysis 
can consider short-term impacts, such as an immediate 
impact after a specifi c occurrence. This approach is some-
times referred to as an intervention study. Analysis can 
also consider longer-term impacts, such as the impact of a 
regulatory action over several years. Spatial scales can be 
local (e.g., city-level) or regional–national (e.g., the United 
States). The pollutants and emissions considered are often 
specifi c to the spatial area of study. As an example, re-
searchers could investigate whether local changes in trans-
portation in a given community have affected air quality 
and health response within the community. To date, few 
studies have examined the long-range transport of pollut-
ants. In most cases, studies investigate the link between a 
regulatory action and the changes in air quality that were 
hypothesized (generally because of the date the action 
went into effect) to be a result of the action rather than 
estimating how a regulatory action has altered emissions 
and then pollutant concentrations. Four types of account-
ability studies are summarized below.

Intervention Studies: Short-Term Action at a Local Scale

The most common approach to accountability is to 
study short-term changes in air pollution and subsequent 
health effects resulting from a substantial change in air 
quality control. These studies take advantage of the unique 
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opportunities presented by interventions to examine local-
ized health effects before and after regulatory action.

Several researchers have investigated health outcomes 
surrounding Olympic Games, for example, which often 
coincide with dramatic improvements in local air quality.

Heart rate variability, a marker of cardiac autonomic 
function, and personally monitored PM2.5 concentrations 
were measured for 11 taxi drivers (ages 27 to 41 years) 
during a 12-hour work period recorded between 9 am and 
11 pm before (May 26 to June 19), during (August 11 to 
September 5), and after (October 27 to November 14) the 
2008 Summer Olympic Games in Beijing (Wu et al. 2010). 
This population was of particular interest given its high 
exposure to air pollution. Signifi cant air quality control 
measures were implemented for the Games, including 
restrictions on industrial emissions and motor vehicle use. 
Three measures of heart rate variability were estimated: 
(1) SD of normal-to-normal intervals, (2) low-frequency 
power (0.04–0.15 hertz, equaling 1 cycle per second), and 
(3) high-frequency power (0.15–0.40 hertz). All three mea-
sures were signifi cantly higher during the Olympics com-
pared with either baseline period. Pollutant concentrations 
were lower during the Games than during the baseline 
periods for personal PM2.5 exposures and ambient mea-
sures of PM2.5, carbon monoxide, nitrogen dioxide (NO2), 
and nitric oxide. Heart rate variability indicators were sig-
nifi cantly associated with personal PM2.5 exposures.

Another study of the Beijing Olympics found that the 
number of asthma outpatient visits for adults was lower 
during the Games (August 8 to September 29, 2008) than 
during a baseline period more than a month earlier (June 1 
to 30) and a baseline period immediately before the Games 
(July 1 to August 7) when some of the vehicle use restric-
tions, but not the full industrial restrictions, had been put 
in place (Li et al. 2009).

Friedman and colleagues (2001) evaluated whether vehi-
cle use policies temporarily enacted for the 1996 Summer 
Olympic Games (July 19 to August 4) in Atlanta affected 
acute care visits and hospitalizations for residents 1 to 
16 years of age. Baseline conditions were assessed for the 
4 weeks before and 4 weeks after the Games. The number 
of acute care visits was lower during the Games than during 
the baseline periods for asthma and non-asthma causes; 
the decrease in asthma-related visits was statistically sig-
nifi cant. Ozone (O3) concentrations and traffi c counts also 
decreased during the Games compared with those of the 
baseline periods.

The 2002 Asian Games, held in Busan, Korea, provided 
another opportunity to investigate how air pollution 
c oncentrations changed in response to temporary restric-
tions on industrial air pollutants and vehicle use and the 

subsequent effects on human health (Lee et al. 2007). The 
Games period was compared with the 3-week period 
before (September 8 to 28) and the 3 weeks after (October 
15 to November 4) the Games. Time–series analysis was 
used to estimate the associations between air pollutants 
—  including NO2, O3, carbon monoxide, SO2, and PM � 
10 µm in aerodynamic diameter (PM10)  —  and hospital 
admissions for asthma for persons less than 15 years old; 
the analysis included interaction terms to allow effect 
estimates to vary by time period. Concentrations for almost 
all pollutants were 1% to 25% lower during the Games 
than during the baseline periods but rose again during the 
same dates in the following year. Similarly, hospitaliza-
tions of children for asthma were lower after the Games 
but increased thereafter. Associations with a risk of chil-
dren’s hospitalization were observed for several pollutants 
(PM10, SO2, NO2, and O3).

In Dublin, particulate concentrations in the form of 
black smoke and mortality were assessed for the 72 months 
before and 72 months after September 1, 1990, the date 
the Irish government imposed a ban on bituminous coal 
(Clancy et al. 2002). Pollutant concentrations were lower 
after the ban, as were mortality rates. The mortality analy-
sis was adjusted for respiratory epidemics, weather, and 
temporal changes in the age distribution. Non-trauma mor-
tality rates were 5.7% lower after the ban compared with 
those of the period before, cardiovascular mortality was 
10.3% lower, and respiratory mortality was 15.5% lower. 
Reductions in mortality rates were observed in multiple 
age groups (< 60, 60–74, and > 75 years old).

Studies of National Policies: Long-Term Action 
at a National Scale

The EPA estimated the costs of the Clean Air Act of 
1970 over a 20-year period (from 1970 to 1990) at $0.52 
trillion and the benefi ts at $5.6 trillion to $49.4 trillion 
(central estimate $22.2 trillion) (U.S. EPA 1997). The study 
design used an array of modeling systems, including mac-
roeconomic, emissions, and air quality modeling. Health 
benefi ts were estimated for a variety of causes, including 
hospital admissions, restricted activity, work loss days, 
and hypertension; monetary benefi ts were dominated by 
averted mortality. Benefi ts other than human health were 
also examined, such as effects on visibility and agricul-
tural yield. The report acknowledges that not all conse-
quences from air pollution were quantifi ed, because of 
the state of scientifi c knowledge at the time. These con-
sequences included changes in pulmonary function from 
O3, materials damage from NOx, reproductive effects from 
lead exposure, and air toxics effects. Analysis isolated the 
impacts of the Act specifi cally rather than of air quality 
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control policies more generally. The study’s baseline sce-
nario assumed continuation of the emission rates in place 
prior to enactment of the Clean Air Act of 1970. A follow-
up study examined the prospective benefi ts and costs of 
the Clean Air Act from 1990 to 2010 (U.S. EPA 1999). Air 
quality modeling was used to estimate future pollution 
concentrations. The benefi ts of the Act were estimated at 
$110 trillion in 2010 (in $1990), and the direct costs were 
estimated at $27 trillion, for a benefi t–cost ratio of 4 to 1. 
(For further analysis of the two EPA studies, see Krupnick 
and Morgenstern [2002].)

A study by Chay and colleagues (2003) used economet-
ric techniques to examine whether changes in the degree 
of attainment of the National Ambient Air Quality Stan-
dards for total suspended particulates for 1971–1972 were 
associated with changes in adult mortality rates over the 
same period. Changes in total suspended particulate con-
centrations were observed; changes in adult mortality 
were not. The authors suggested that the results should be 
viewed with caution because of limitations in the study 
design. In other work, they found that reductions in total 
suspended particulates corresponding to the time period 
of the 1981–1982 U.S. recession were associated with 
lower infant mortality rates, especially for neonatal births 
(Chay and Greenstone 2003).

A study by Lin (2010) is of particular interest, given its 
similarities to the current study. In the context of a case 
study of a regional NOx cap and trade program, Lin used a 
spatial econometric approach to address long-range trans-
port (rather than the more traditional use of regional air 
quality modeling) in order to estimate how O3 precursor 
emissions in one location can affect externalities on O3 in 
another state. Data included hourly O3 measurements for 
July 1990; daily maximum temperatures; county-level emis-
sions of NOx and volatile organic compounds (the precur-
sors to O3) for 1990, 1996–1999, and 2001; and county-level 
population and per capita personal income for 1969–2001. 
Overall, the results suggested that a NOx cap and trade 
program without spatial restrictions is not an effective 
policy mechanism to decrease O3 concentrations.

Lin (2010) highlighted several of the challenges in apply-
ing atmospheric models to address changes in pollutant 
concentrations, particularly for a pollutant with complex 
chemistry such as O3. These included the absence of esti-
mates of statistical uncertainties, limited ability to capture 
stochastic elements, limited accuracy (such as with bound-
ary conditions), and potential problems in supporting 
input data and diagnostic methods to evaluate model per-
formance. The application of econometrics rather than air 
quality modeling obviated the need to make assumptions 
about the functional form of the relationships between O3 

precursors and resulting concentrations, such as those 
needed in atmospheric chemistry models.

Potential Policy Action: Long-Term Action 
at a Local or National Scale

Several studies have estimated the health benefi ts that 
would occur under hypothetical air pollution control poli-
cies. Below we summarize three such studies comparing 
“business-as-usual” scenarios with various potential poli-
cies. The fi rst two examined compliance with air quality 
guidelines or regulations as the control, and the third 
assumed a control policy to lower O3 and PM10 concentra-
tions. The studies were local (Hong Kong and three Latin 
American cities) and national (the United States) in scope 
and considered long time frames.

Hedley and colleagues (2008) estimated air pollution 
quality in Hong Kong and compared the estimates with 
World Health Organization guidelines. The study used a 
unique approach of estimating air quality through visibil-
ity from photographs. Estimates from existing local stud-
ies using time-series models were applied to link the esti-
mated changes in concentrations of NO2, SO2, PM10, and 
O3 to the risk of various human health outcomes. Pollut-
ant concentrations were adjusted to account for the con-
tribution of NO2 and SO2 to PM10. Baseline health risks 
were assessed through government and hospital data. The 
authors estimated all-cause mortality, respiratory and car-
diovascular hospital admissions, and family doctor visits 
for respiratory and upper respiratory tract infection. The 
economic costs of these health outcomes were also esti-
mated. Direct costs were calculated for illness for public 
and private hospital admissions, public outpatient con-
sultations, and family doctor visits. Productivity losses 
were estimated for loss of life and lost work time for adults 
(ages 15–64 years) using labor-force and employment rates 
and gender-adjusted salaries. Sensitivity analyses were 
conducted with respect to a multi-pollutant adjustment 
for particles. Results indicated that if air pollution con-
centrations in Hong Kong were reduced to meet World 
Health Organization guidelines, health benefi ts would in-
clude an averted 1,335 deaths, 60,587 hospital bed days, 
and 6.7 million doctor visits for respiratory symptoms on 
an annual basis, saving $240 million (U.S.) annually. The 
study recognized limitations, such as certain health out-
comes (e.g., detriment to lung function growth and sud-
den infant death syndrome) and medical practices (e.g., 
self-medication) that were not included.

Hubbell and colleagues (2006) investigated the health 
benefi ts that would have occurred from 2000 to 2002 in 
the United States had the measurements from all ambient 
monitors complied with the National Ambient Air Quality 
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Standards for O3. The authors used existing associations 
between pollution and health from epidemiologic studies 
and existing evidence of the value of averted health out-
comes from economic studies. Over the 3 years of the 
study, an estimated 800 deaths, 4,500 hospitalizations 
and emergency department admissions, 900,000 school 
absences, and more than a million minor restricted activ-
ity days would have been avoided through compliance 
with the O3 standards. The estimated economic impact of 
these health outcomes was $4.9 billion to $5.7 billion.

Annual O3 and PM10 concentrations were estimated over 
a 20-year period (2000 to 2020) for three large Latin Amer-
ican cities  —  Santiago, Chile; Mexico City, Mexico; and São 
Paulo, Brazil (Bell et al. 2006). Two policy scenarios were 
considered: (1) a business-as-usual scenario based on emis-
sions and regulatory trends current at the time of the study 
and (2) a modest air control policy. Differences in emis-
sions concentrations across time for each city for the two 
policy scenarios were compared with epidemiologic evi-
dence of how O3 and PM10 concentrations are associated 
with human health. Local human health studies were 
applied when possible. It was estimated that the air pollu-
tion control policy would avert more than 156,000 deaths, 
4 million asthma exacerbations, 300,000 children’s medi-
cal visits, and almost 48,000 cases of chronic bronchitis 
over the 20-year period across the three cities. Two ap-
proaches, willingness-to-pay and cost-of-illness, were used 
to estimate the economic impact of these health outcomes 
at $21 billion to $165 billion.

Changes in Risk Estimates of Pollution 
and Health over Time: Long-Term Action 
at a Local or National Scale

Whereas most accountability studies examine how 
changes in air pollutant concentrations affect overall 
human health outcomes (e.g., lower PM10 concentrations 
that result in lower mortality rates), some studies examine 
how the association between a given change in air pollut-
ant concentration and health outcomes changes over time. 
Such research investigates whether a given increase in a 
given pollutant is more (or less) harmful for some time 
periods than for others, which is a separate issue than 
whether lowered overall pollutant concentrations result 
in health benefi ts. Because of air pollution control polices, 
the nature of air pollution mixtures can change over time, 
possibly affecting their toxicity. This issue is of particular 
importance for PM, because the chemical structure of PM 
varies spatially and temporally. Two examples of this type 
of study were a local study of the city of Erfurt, Germany, 
and a national study of the United States. Both estimated 
temporal trends in PM’s association with mortality and air 
control policies.

Breitner and colleagues (2009) examined the associa-
tions between daily mortality risk and PM of various size 
distributions (PM10, PM2.5, and ultrafi ne PM) and how the 
risk per unit pollutant concentration changed over time 
during a period in which air quality improved in Erfurt. 
Statistical models were used to relate air pollution con-
centrations to daily mortality risk for two time frames: 
(1) 1991 to 2002 for NO2, carbon monoxide, and PM10 and 
(2) 1995 to 2002 for ultrafi ne PM and PM2.5. After devel-
oping models of how day-to-day variations in mortality 
risk were associated with day-to-day variations in pollut-
ant concentrations, additional models were fi tted, allow-
ing the effect estimates to vary temporally with indicator 
variables for various time periods (October 1991 to August 
1995, September 1995 to February 1998, and March 1998 
to March 2002). Associations were observed between mor-
tality risk and ultrafi ne PM but not PM10 or PM2.5. The 
observed associations per unit pollutant concentration were 
generally higher in the middle time period, with lower 
estimates in the later period (data were not available for 
all pollutants in the earlier time period). The estimated 
changes in health risks coincided with broad reforms in 
air pollution programs associated with the reunifi cation of 
Germany, which changed the distribution of pollutant 
sources and the characteristics of particles and generally 
lowered air pollution concentrations.

Another study that examined changes in relative risk 
estimates, as opposed to changes in overall health out-
comes, evaluated the association between PM10 and mor-
tality risk over a 14-year period (1987 to 2000) using data 
from the National Morbidity, Mortality, and Air Pollution 
Study (Dominici et al. 2007). Estimates were generated 
separately for three time periods  —  1987 to 1994, 1995 to 
2000, and 1987 to 2000  —  for 96 to 100 U.S. urban com-
munities. Results provided suggestive evidence that the 
relative risk rates of mortality associated with fi xed incre-
ments of PM10 concentration have declined over time in 
the eastern United States.

Comparisons with the Current Study

Whereas many outcomes studies (such as the studies of 
the Olympic Games described above) explored localized 
events and short time frames, our work examined a rela-
tively large spatial scale (the eastern United States) and 
long time frame (the seven years from 1999 through 2005) 
in relation to Title IV Phase 2 of the 1990 Clean Air Act 
Amendments. A distinctive feature of our work was the 
emphasis on the emissions link in the accountability chain 
(regulatory action → emissions → ambient air quality → 
personal exposure → dose to target tissues → human health 
response), specifi cally the link between SO2 and NOx 
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emissions and PM2.5 concentrations. The emissions–air 
quality link was explicitly modeled by way of statistical 
methods. Our study is most similar to the studies of 
national policies described above, because it addressed a 
specifi c regulatory action over a large spatial scale and a 
long time frame.

At the same time, our approach involved statistical 
modeling as opposed to the air quality modeling that was 
used in, for example, the EPA study on the costs and bene-
fi ts of the Clean Air Act (U.S. EPA 1999). Both methods 
have strengths and limitations. Although the knowledge 
base varies by pollutant, air quality modeling generally 
benefi ts from the incorporation of scientifi c understanding 
of the physical and chemical transformations of pollutants 
and their atmospheric dispersion. Tropospheric O3 con-
centrations, for example, have generally been better esti-
mated by air quality modeling than have the various 
chemical components of PM2.5. Because statistical model-
ing is not explicitly based on the physical and chemical 
transformations of pollutants or their atmospheric dis-
persion, the method does not require a full understand-
ing of these complex processes (which include chemistry 
that is often nonlinear). However, this same advantage 
can be problematic if the modeling fails to fully address 
issues that result in different relationships among the vari-
ables (e.g., meteorology, emissions, and topography) for 
locations and time periods other than those of the data 
used to develop the models. Clearly, consistent fi ndings 
for outcomes studies based on both modeling methods 
would provide stronger evidence than fi ndings from either 
method alone.

DATA

This section describes the emissions and ambient data 
used in this study.

Emissions Data

The SO2 and NOx datasets we used were from the EPA’s 
Clean Air Markets (CAM) Division. The CAM datasets 
include information on unit level (point source) emissions 
for all electric utilities participating in the EPA’s Acid Rain 
Program or the NOx budget trading program as well as 
industrial sources that opted into the Acid Rain Program. 
Monthly data represent aggregations of sub-hourly readings 
collected by continuous emissions monitors, which are 
required of all utility emission sources in the Acid Rain 
Program. We also obtained the National Emissions Inven-
tory (NEI) for 1999 and 2002. The NEI contains estimated 
annual emissions for all point sources, mobile sources, 
and area sources in the United States. We used this infor-
mation to crosscheck the CAM datasets. In addition to the 

point source SO2 and NOx emissions for utilities partici-
pating in the Acid Rain Program, we also examined the 
point sources not participating in the Acid Rain Program 
and not appearing in the CAM database. For mobile and 
area sources, we considered using NEI county-level esti-
mates of mobile and area sources scaled by estimated 
changes in population and vehicle stock. However, because 
these data were only available on an annual basis, they 
were not suitable for our modeling framework, which was 
based on monthly observations. As described in the Statis-
tical Model section below, we used an extensive set of 
fi xed-effects variables in our modeling in order to take 
these local sources into account.

Tables 1 and 2 show summary emissions data arranged 
in two ways. Table 1 shows mean, maximum, and mini-
mum total monthly SO2 and NOx emissions for electric 
generating stations. Table 2 shows SO2 emissions data by 
emission ring around the 193 monitors in our fi nal dataset. 

Table 1. Characteristics of Monthly Emission Dataset: 
Electric Generating Stationsa

Emissions (Tons/Month)

Mean Maximum Minimum

SO2 656 25,556 0
NOx 256 11,150 0

a  Number of generating stations = 1314; number of generating stations 
with SO2 emissions = 1022.

Table 2. Characteristics of Monthly Emission Dataset: 
Emission Zonesa

Ring

Average SO2 Emissions in Each Zone 
(Tons/Month)

Mean
Zeros 
(%)

Mean 
Nonzero Maximum

0–12.5 miles    176 88  1,523  25,556
12.5–25 miles    274 86  1,942  25,556
25–50 miles    831 70  2,786  33,773
50–100 miles  2,639 37  4,200  48,641

100–150 miles  3,915 27  5,409  71,500
150–200 miles  4,286 24  5,609  80,999
200–300 miles 12,717 14 14,873 145,731
300–400 miles 15,982 20 20,012 197,157

a  Number of zones = up to 64 per monitor, depending on specifi cation.
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(Instead of showing data for all 64 emission zones, we 
grouped them by ring.) The fi rst column of Table 2 shows 
mean monthly emissions by ring; as the rings got larger, 
the average emissions increased rapidly. The second col-
umn shows the percentage of zones with zero emissions by 
ring; overall, out of more than 1 million data points (from 
193 monitors and 64 emission zones over 84 months), 
about half (64%) had zero emissions. (Not surprisingly, 
the small area of the closer-in zones ensured that the per-
centage of zeros was high.) The third column shows the 
mean emissions in the nonzero zones by ring; these also 
increased as the rings got larger, though not as fast as the 
unconditional means. The fourth column shows the maxi-
mum emissions for any zone at any time by ring.

Opt-In Emissions Industrial sources of SO2 were allowed 
to opt into the Acid Rain Program. This fact complicated 
our effort to combine emissions in the NEI and CAM data-
bases. Emission readings from point sources not partici-
pating in the Acid Rain Program were available on an 
annual basis in the NEI. If signifi cant numbers of new 
industrial SO2 sources were found to be opting into the 
Acid Rain Program, we would have had to account for 
their emissions in the NEI database; otherwise they could 
have been double counted.

Table 3 shows SO2 and NOx emissions from “old” 
sources (i.e., those that were part of the Acid Rain Pro-
gram before January 1, 1999) and “new” sources (i.e., those 
that were not part of the program until January 1, 1999, or 
later). As can be seen, almost no SO2 emissions and only a 
very small amount of NOx emissions came from new 
sources opting into the program during the time period 
we studied (1999–2005). The percentage data in the table 

represent an upper bound on the percentage of emissions 
that could have been double counted. Furthermore, of the 
NOx emissions from sources that opted in on or after Janu-
ary 1, 1999, 47% were from electric utility sources, which 
means they were actually new sources just beginning 
operations. As shown in the last column, the NOx emis-
sions from new non-electric utility sources opting into the 
program were less than 2.5% of emissions from existing 
utility sources. Even this estimate overstates the problem. 
CAM classifi ed sources as electric plants or not electric 
plants using the U.S. government’s Standard Industrial 
Classifi cation (SIC) code system. In the CAM database, 
the SIC code was missing for a substantial number of 
entries. To be conservative, then, all the missing codes 
were assigned to the non-utility sector. We therefore con-
cluded that the potential double counting of opt-in emis-
sions could be ignored.

Other Point Sources of SO2 and NOx To obtain esti-
mates of other emission sources, we turned to the NEI, 
which provides estimates every third year of annual emis-
sions of all pollutants from all sources. From the point-
source inventories for 1999 and 2002, we compared SO2 
and NOx emissions county by county to determine how 
much change had taken place. The results are shown in 
Table 4. Comparing Tables 3 and 4, it appears that non-
CAM emissions were about 20% of CAM emissions for SO2 
and about 50% for NOx. Between 1999 and 2002, total 
annual non-CAM emissions of SO2 and NOx each de-
clined by about 10%. Thus, the declines in non-CAM emis-
sions of SO2 and NOx were 12% and 27%, respectively, of 
the declines in CAM emissions. Overall, the changes in 
CAM emissions accounted for the overwhelming bulk of 

Table 3. Opt-In Emissions of SO2 and NOx, 1999–2005

Year

SO2 Emissions (ktpy)a
NOx Emissions (ktpy)a

Old Plants

New Plants New 
Nonelectric/

Old (%)
Old

Plants
New

Plants
New/Old

(%) Electric Nonelectric

1999 11,600  0.0 0.00 4,814 20 26 0.54
2000 10,500  1.2 0.01 4,420 31 29 0.66
2001  9,890  4.7 0.05 4,021 37 28 0.70
2002  9,540 14.2 0.15 3,810 50 31 0.81

2003  9,958 16.5 0.17 3,498 52 80 2.29
2004  9,636 15.2 0.16 3,098 56 76 2.45
2005  9,640 12.9 0.13 2,964 59 72 2.43

a  ktpy indicates kilotons per year.
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aggregate emission changes in SO2 and NOx between 1999 
and 2002. (Within the non-CAM totals, however, there was 
apparently a substantial redistribution of emissions among 
counties. When the absolute differences in emissions of 
SO2 and NOx between 1999 and 2002 were summed across 
counties, shifts were found of almost a million tons of 
each. To account for these shifts in local emissions, we 
adopted a fi xed-effects model, as described in the Model 
Results section below.)

Completion of Non-Point Source Inventory Nearly all 
emissions of SO2 are from point sources. For NOx, how-
ever, signifi cant quantities also come from on-road and 
non-road mobile sources. The latter sources are diffi cult to 
monitor, and their quantities must be estimated based on 
experience with emissions measurements from relatively 
small samples of specimen equipment (such as motor 
vehicles and construction equipment), coupled with esti-
mates of its use. As with the non-utility point sources dis-
cussed above, only annual estimates are available. Thus, 
as described in the Statistical Model section, below, we 
proxied non-utility emissions by way of an extensive set 
of fi xed-effects variables in our modeling.

Ambient Data

We obtained daily PM2.5 and temperature data (1999–
2005) from datasets maintained in the EPA’s Air Quality 
System. Among other items, the datasets contained infor-
mation on monitor location (by state and county), hourly 
temperature, and, for PM2.5, sample duration, unit of mea-
surement, sampling method, date, and sampling frequency. 
At most monitors, PM2.5 was measured every three days; 
at some, especially in urban areas, it was measured daily. 
At nearly every monitor, however, there were periods, 
often lengthy, when no PM2.5 data were collected.

During the study period, the national PM2.5 monitoring 
network was still being built. Table 5 shows the numbers 
of monitors by year and of months in the year with at 
least one PM2.5 reading. Table 6 shows the numbers of 

Table 4. Non-CAM SO2 and NOx Emissions (in Kilotons) 
from Point Sources, 1999–2002

SO2 NOx

Total emissions, 1999 2431 2438
Total emissions, 2002 2185 2168
Change in emissions, 1999–2002 246 270
Sum of absolute county-level changes 983 919

Table 5. Expansion of the PM2.5 Monitoring Network in 
the EPA’s Air Quality System

Monitors by Months of Usable Data

Total1–3 4–6 7–9 10–11 12

1999 57 115 105 134  548  959
2000 26  25  49  64  951 1115
2001 26  26  39  23 1022 1136
2002 18  36  20  12 1038 1124

2003 78  43  25  19  958 1123
2004 29  18  26  10  958 1041
2005 26  34  75  26  882 1043

monitors, by year, that had at least n daily readings in any 
month for various values of n. (Some monitors occasion-
ally reported two readings in a single day. In those cases 
we took the mean of the two and treated it as a single read-
ing.) We note especially a jump of 156 monitors with 
usable readings from 1999 to 2000. After 2000, the increase 
in the frequency of readings per month was more gradual, 
reaching a peak in 2002 and then plateauing or even 
declining slightly.

In evaluating the data and choosing receptors and 
monthly data for further analysis, we initially considered 
three criteria:

• Frequency of observations per month

• Distribution (length and frequency) of gaps between 
successive daily observations

• Data completeness

Table 6. Increases in PM2.5 Monitoring Frequency in 
the EPA’s Air Quality System

Minimum Number of 
Readings in Any Month

Total0–2 3–6 7–9 10+

1999 318 401 158  82  959
2000 185 392 372 166 1115
2001 106 331 510 189 1136
2002  77 312 510 225 1124

2003 107 286 506 154 1123
2004  61 310 530 140 1041
2005  90 311 514 128 1043
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By far the most important consideration for our selec-
tion of monitors was data completeness. Our ambient data 
consisted of a panel dataset with multiple time-series 
observations on the same monitors. We sought to develop 
a balanced panel (i.e., one with observations for the same 
periods for each monitor) for two reasons: (1) because we 
were undertaking to estimate a model that allowed error 
terms to be serially correlated, missing observations took 
on great importance, and (2) the exclusion of a monitor 
because of a missing monthly observation would create a 
potential for selection bias. Furthermore, inasmuch as most 
of the changes in emissions and air quality occurred in 
1999, the fi rst year of our study period, we aimed to focus 
on a sample for the entire 84-month period (1999 to 2005) 
rather than only the 72-month sample (2000 to 2005).

Unfortunately, surprisingly few monitors provided a 
complete 84-month sample. Table 7 shows the numbers of 
monitors, at various minimum monthly monitoring fre-
quencies, available for our initial 84- and 72-month data-
sets. As can be seen, to have even a minimum monthly 
frequency of one observation in an 84-month sample, we 
would lose nearly 80 percent of the monitors in the net-
work in 1999; even for a 72-month sample, we would still 
lose 60 percent. If we had insisted on a minimum of six 
daily measurements per month, we would have had only 
68 monitors available in the 84-month sample. Using a 72-
month sample increased the available monitors by a factor 
of two or more.

Because of the relative scarcity of monitors with com-
plete data, we examined whether it would make sense to 
use daily data from nearby monitors to predict a missing 
reading. For this procedure to be useful, a monitor must 
have neighbors, and the readings from the neighbors must 
be strongly correlated. For each monitor for which it was 

possible, we regressed its daily readings for each calendar 
year against the average daily (same-day) readings of other 
monitors in the county. Not surprisingly, the spatial corre-
lation of these monitors was quite high. The average r 2 for 
the 2870 available monitor-years was 0.85, and the inter-
quartile range was 0.81 to 0.95. To be sure, some r 2’s were 
very low, including 13 monitor-months with r 2’s of less 
than 0.2. In each of these cases, the year with the low read-
ing was an anomaly, and the r 2’s for the other years at the 
same monitors were much higher. This suggested that for 
most monitors it would be useful to supplement the data 
with readings from other monitors in order to avoid the 
need to discard a potentially large amount of valuable 
information. Specifi cally, then, for each monitor and each 
missing month, we added daily data from other monitors 
in the same county on that day, taking the mean daily 
observation if there was more than one other monitor with 
readings on that day. Table 8 replicates Table 7 with the 
monitor data enhanced by the other data as described 
above. Comparing the two, some improvement in sample 
size is evident, and coverage is signifi cant. However, this 
was no panacea, as the number of available monitors grew 
by only 10% to 15%.

For our estimation we only accepted monitors with read-
ings on at least two different days in each of the 84 months 
in the 1999–2005 study period. This requirement imposed 
a serious restriction on the number of usable monitors. As 
shown in Table 8, only 193 monitors in the eastern United 
States met the criterion, giving us a sample size of 193 � 
84 = 16,212 observations. If we restricted the time interval 
to the years 2000–2005, we found 413 available monitors, 
yielding a sample size of 29,736 observations.

Table 9 shows descriptive statistics for the 193 monitors 
in our main dataset.

Table 7. Tradeoff Between Monitors Available and 
Minimum Monitoring Frequency: Initial Datasets

Minimum
Monthly 
Monitoring 
Frequency

Monitors Available

1999–2005 
Dataset

2000–2005 
Dataset

1 204 412
2 168 381
3 141 344

4 113 300
5  90 253
6  68 202

Table 8. Tradeoff Between Monitors Available and 
Minimum Monitoring Frequency: Enhanced Datasets

Minimum
Monthly 
Monitoring 
Frequency

Monitors Available

1999–2005 
Dataset

2000–2005 
Dataset

1 224 442
2 193 413
3 165 391

4 138 349
5 112 305
6  85 254
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STATISTICAL MODEL

In this section, we describe the statistical approach we 
used to link emissions and ambient PM2.5. We ran a num-
ber of alternative linear regression models that included 
extensive fi xed-effects variables to capture mobile and 
area source emissions and other site-specifi c factors result-
ing in variation in PM2.5 that could not be observed in the 
necessary temporal and spatial detail. These models dif-
fered in the functional form of the emission variables and 
in the structure of the fi xed-effects variables. The initial 
model included the source emissions and monitor-site 
temperature plus fi xed effects for the monitor site, year, 
and month, as shown here:
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where i and t indicate the monitor and sequential month, 
respectively, with i = 1, . . ., N and t = 1, . . ., T; and y and 
m indicate the calendar month. The sequential counter t 
and the year and calendar-month indicators y and m are 
related by the expression t = 12(y � 1) + m; the fi rst double 
summation on the right-hand side represents the emis-
sions in zone j and direction d from monitor i. (The speci-
fi cation of the emission variables will be discussed in 
some detail below, in the following section.) Ait = Aiym 
represents the monthly average of daily PM2.5 readings; 
Tiym � T

–
im is the deviation of the mean monthly tempera-

ture from the mean averaged over the 1999–2005 time 
period; �iy and 	m represent fi xed effects for the interacted 
monitor and year variables (described below) and month, 
respectively; and 
iym represents the disturbance terms.

The monitoring data we used covered 193 monitors over 
the 7-year period from the beginning of 1999 to the end of 
2005, as described above, for a total of 16,212 observations.

Emissions

The simplest way to organize our emissions data would 
have been to treat each source as an independent variable 
in our model. However, the resulting number of variables 
(1314) would have been unnecessarily large, inasmuch as 
sources in close proximity to one another likely have quite 
similar impacts on distant receptors. Accordingly, we opted 
for what we believe to be a plausible emission aggregation 
strategy. As shown in Figure 1, we divided the area around 
each monitor into a set of zones defi ned by the intersec-
tion of, in this example, three concentric rings (represent-
ing three distances) centered on the monitor and eight 
wedges bounded by the principal points of the compass 
(north, northeast, east, etc.). X jd

 it  is the sum of SO2 and 
NOx emissions from all utility sources located in wedge j 
and ring d for monitor i during month t. As shown in Fig-
ure 2, emissions from a source could be associated with 
many different monitors, depending on the direction and 
distance to each. If the outermost zone in fi gures like these 
is defi ned as extending to an infi nite distance, then emis-
sions from every source would be associated with every 
monitor. This would not necessarily be true if the outer 
zone were defi ned as extending only to a fi nite distance.

The emissions values in equation 1 are for SO2 and NOx 
emissions from electric power generators, which are sub-
ject to monitoring by continuous emission monitors. Both 

Table 9. Characteristics of 1999–2005 Monthly 
PM2.5 Dataseta

Characteristic

Monthly Averages

Mean Maximum Minimum

Average monthly 
 temperature (°K) 287.8 306.1 259.0
Average monthly
 PM2.5 (µg/m3)  14.5  39.1   3.4
Average number of daily
 observations for mean 
 computations per site  14.2  30.4   4.6

a  Number of monitors = 193; number of months per site = 84; total 
monthly observations = 16,212.

Figure 1. Example of emission zones around a monitor. R indicates radius 
in miles.
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of these pollutants are precursors of PM2.5. However, a 
serious diffi culty arises when both pollutants are entered 
in the equation simultaneously, because at each source the 
SO2 and NOx emissions are highly correlated with each 
other. Figure 3 illustrates the diffi culty. For an area divided 
into, in this case, 64 zones (defi ned by the intersection of 
eight concentric rings [representing eight distances] and 
eight wedges [representing eight directions]), the average 
within-zone correlation of NOx and SO2 emissions is 0.88, 
and only three observations have correlations below 0.8.

Fortunately, within-zone emissions of SO2 or of NOx 
taken individually do not cause this diffi culty in the 
models, or at least not as seriously. As shown in Figure 4, 
the multicollinearity (i.e., degree of correlation) of SO2 

emissions across zones is much lower; only a few of the 
2016 zone pairs in this confi guration have correlation coef-
fi cients that exceed 0.6 in absolute value. However, the vari-
ables involved bear watching, because it only takes one such 
pair to cause the matrix of independent variables to be ill 
conditioned. Fortunately, the zones with highly correlated 
SO2 and NOx emissions tended to be those with few sources 
and many nonzero entries, with the result that the corre-
sponding variables could be dropped from the regression 
equation without creating an omitted-variable problem.

For each of our zone specifi cations, we not only entered 
the emissions in tons, but also created an interaction vari-
able using the emission variable and the average tempera-
ture at the monitor  —  that is, we calculated a second spec-
ifi cation for the model, as follows:

Ait = 
8
�
j=1

  
k
�

d=1
 �jd Xjd

it Tit + �(Tit � T
–
im) + 

N
�

i�=1
  
Y�1
�

y  �=1
 �iy R

i�
itY

 y  �
y  

     + 
11
�

m�=1
 	m M

m�
m  + 
it. (2)

Note that when we interacted temperature with emissions 
we also entered temperature alone. Within this basic struc-
ture of emission types and zone defi nitions, we then exam-
ined the following:

• A range of specifi cations that included both a full set 
of SO2 and NOx variables in the equation regardless 
of the multicollinearity problem;

• A range of specifi cations that included only SO2 emis-
sions, keeping in mind that the SO2 emissions were 
representing both SO2 and NOx emissions; and

Figure 2. Example of overlapping relationships between a source (S) and 
various monitors (A1 and A2). R indicates radius in miles.

Figure 4. Multicollinearity of SO2 emissions across zones.

Figure 3. Multicollinearity of NOx and SO2 emissions.
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• A range of specifi cations that included a weighted 
sum of SO2 and NOx emissions, varying the weights 
and observing the effect on the mean squared error 
(MSE) of the model and the plausibility of the indi-
vidual coeffi cients.

We found that all of these specifi cations were inferior to 
or produced results that were very similar to those of sim-
ply using SO2. We therefore focused on SO2 in the reported 
results, understanding that the SO2 variable also included 
the effects of NOx. Note that in Phase 2 of the Title IV pro-
gram an average of approximately 0.8 tons of NOx was 
reduced for every ton of SO2. (The SO2:NOx ratio is rele-
vant for the comparisons with CAIR made later in the 
report. In CAIR, this ratio was considerably lower [less 
than half] than that in Title IV Phase 2.)

Our specifi cations for defi ning the emission zones 
included the following:

• Varying the number of rings;

• Varying the orientation and number of wedges (we 
experimented with four quadrants or even two halves 
in addition to our usual practice of dividing the area 
into eighths).

The main effects of changing the zones were found in 
changing the number of rings. Changing the orientation 
and number of the wedges had only small effects.

Temperature

Our temperature variable T was the ground-level Kelvin 
temperature at or near each monitoring site, as recorded in 
the EPA’s Air Quality System. To reduce possible correla-
tions with other variables, we defi ned T as the difference 
between the reported monthly temperature and the aver-
age monthly temperature over the 7-year period at the 
same monitor for the same month.

Temperature was the only meteorologic variable used in 
the analysis. Initially we had planned to use wind speed 
and direction data to condition the source emission coeffi -
cients. But after estimating, with little or no success, a vari-
ety of specifi cations that made use of wind data, we con-
cluded that the atmosphere was much too complicated and 
had too much spatial variability for us to capture the inter-
actions of wind data with the emissions–air quality relation-
ship, especially for monitors located hundreds of miles 
away. Nonetheless, it should be noted that our dartboard-
like zone structure for emissions incorporated, at least in a 
rudimentary way, one of the chief meteorologic variables 
likely to affect emissions transport, namely the prevailing 
west-to-east wind patterns. We expected to see coeffi cients 
for the emissions zones to the west of each monitor to be 
larger than the coeffi cients for zones to the east.

Fixed Effects

There are many local infl uences on site-specifi c PM2.5 
concentrations, including emissions from motor vehicles 
and area sources; geospatial characteristics, such as terrain 
features and the presence of nearby bodies of water; local 
weather; and many more. For most of these we had limited 
data or none at all. If these effects are ignored, the estimated 
coeffi cients will likely suffer from omitted-variable bias, a 
quite common problem with panel data (Hsiao 1986).

To avoid this bias and make up for the dearth of data, 
researchers often incorporate random or fi xed effects in 
their models. Random effects  —  random disturbance terms 
that are entered only for some observations  —  are more 
effi cient, but as error terms they are assumed to be uncor-
related with any of the other independent variables. Any 
correlation leads to potential bias in the estimated coeffi -
cients of those variables. Fixed effects are additional inde-
pendent variables, equivalent to a model estimated on mean 
deviations. They are logical variables designed to account 
for unobserved heterogeneity. They take on a value of 1 or 
0 for each observation depending on whether the observa-
tion is true or not for that variable. Thus, for example, our 
site fi xed effect was defi ned by:

Ri�
iym =  ⎛⎨

⎝
1 if i� = i
0 otherwise .

The fi xed effects for year and month were defi ned simi-
larly. They sacrifi ced effi ciency, but unlike random effects 
they do not introduce bias unless the mean effect of the 
variable changes over the set of observations for which it 
is true. As shown by the second double sum in equation 1, 
all of our specifi cations included interacted fi xed-effects 
variables for year and site. This allowed us to take into 
account not only local effects for which we did not have 
reliable monthly data (e.g., the effects of terrain and local 
weather and the area-average local effects of mobile or 
area emission sources), but also local and national trends.

Fixed effects add signifi cantly to the number of parame-
ters that must be estimated, especially when terms are 
interacted. In equation 1, for example, we had 1351 inter-
action terms for site and year.

Seasonal Effects

The inclusion of fi xed effects for month in equations 1 
and 2 were intended to account for seasonal effects on 
ambient PM2.5 that could not be captured by the year and 
site dummy variables described above. However, these 
monthly effects are strongly related to temperature and to 
the effects of emissions on PM2.5 concentrations  —  exactly 
what we were trying to observe. We therefore estimated 
our models (equations 1 and 2) both with and without the 
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monthly variables and observed the effects on the coeffi -
cients. In specifi cations without monthly variables, the 
temperature was entered as recorded, not as a deviation 
from the monthly mean, as in equation 3:

Ait = 
8
�
j=1

  
k
�

d=1
 �jd X jd

it Tit + �Tit + 
N
�

i�=1
  
Y�1
�

y  �=1
 �iy R

i�
itY  y  �

y  + 
it. (3)

Disturbance Term

The standard linear regression model, known as ordi-
nary least squares (OLS), makes two strong assumptions 
about the nature of the random disturbance term 
iym.

• Assumption 1 is that the term is homoskedastic  —  
i.e., that all errors are normally distributed, with mean 
zero and a common variance �2. It is noted as 
iym ~ 
N  (0,�2).

• Assumption 2 is that errors are uncorrelated over 
space and time  —  i.e., that cov(
it, 
jt) = 0 if i ≠ j and 
cov(
it, 
is) = 0 if t ≠ s.

When these assumptions are violated, OLS estimation 
produces estimated coeffi cients that are not effi cient. Fur-
thermore, if the errors are correlated in space or time, then 
the estimated covariance matrix is biased. Examination of 
the residuals for a typical OLS specifi cation showed them 
to be heteroskedastic and correlated over both space and 
time, as shown in Figures 5 through 7. These results were 
typical for all OLS specifi cations of the model. Violation 
of the OLS assumptions of constant variance and no con-
temporaneous spatial correlation is quite serious; tempo-
ral correlation is less so.

Dealing with Departures from the Ordinary 
Least Squares Assumptions

For ease of reading, we used vector notation for the 
dependent variable Ai and generic matrices Zi to represent 
the variables in the right-hand side of equations 1, 2, and 
3 and rewrote equation 1 more simply in block form as:

A = Z� + � = 
⎡A1 ⎤
⎢

··· ⎥
⎣AN⎦

 = 
⎡Z1 ⎤
⎢

··· ⎥
⎣ZN ⎦

 � + 
⎡ �1 ⎤
⎢

··· ⎥
⎣�N ⎦

 , (4)

Figure 5. Distribution of error variances.

Figure 6. OLS error correlation versus distance.

Figure 7. Autocorrelation of OLS errors.
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where each block vector or matrix corresponds to a moni-
tor site with T observations. In matrix terms, the OLS 
assumptions implied that the covariance matrix can be 
written as �2I, where I is the NT � NT identity matrix.

We needed to relax the OLS assumptions in order to 
address the issues of contemporaneous spatial correlation, 
autocorrelation, and heteroskedasticity. In their place we 
adopted the following assumptions:

Contemporaneous Spatial Correlation cov (
it, 
ju) = �ij.

Serial Correlation We assumed an AR(1) process for the 
errors, so that cov (
it, 
i,t�j) = � i

j.

Heteroskedasticity The OLS assumption of constant error 
variance is an especially strong one, because there are 
numerous ways that nonconstant variances can arise. Here 
we took into account two of the most important:

1. Group heteroskedasticity. We assumed 
it ~ N  (0,� 
i
2), 

so that the estimation errors at each site would have 
the same variance, but the variance of errors at differ-
ence sites could be different.

2. Sampling frequency. Average monthly PM2.5 concen-
trations at each monitor were estimated from readings 
that were supposed to be taken at regular intervals 
—  daily, every 3 days, or every 6 days  —  but often were 
not. This meant that the number of daily readings in a 
month could vary from 1 to 31; for that reason the 
precision of monthly estimates differed greatly for dif-
ferent months even at the same site.

We deal, below, with sampling frequency fi rst and then 
everything else in a single step.

Sampling Frequency As discussed earlier, most of the 
monitors in the sampling network had periods when very 
few daily measurements were being made. To obtain a bal-
anced panel, we were forced to use such monitors anyway; 
if we had not, we would have had very few monitors with 
which to do our analysis. Rather than discard a monitor, 
we realized, it was better to correct for the months with 
only small numbers of daily observations in them by dis-
counting their importance when estimating a model.

This correction was based on the well-known formula 
for the variance of a sample mean. If Aiym = 
diymj /Niym 
in equations 1, 2, and 3 is the mean of Niym daily observa-
tions, which we assumed to be independent and identi-
cally distributed, then var(Aiym) = var(dij)/Niym is the sam-
pling variance of the Aiym. We could correct for the 
nonconstant sampling variance by weighting the observa-
tions by either the monthly variance directly or by the 

number of observations for the month. It turned out that 
weighting by the number of monthly observations was far 
superior, because it guaranteed that months at individual 
monitors with small numbers of observations were given 
small weights. Using the monthly variance gave too much 
weight to months with small numbers of observations that 
happened to be very close in magnitude.

In the fi rst step of the estimating procedure, therefore, 
we transformed equation 4 to:

√N.*A = √N.*Z + √N.*�, (5)

where √N is a column vector containing the number of 
daily observations represented in each monthly estimate, 
and .* is the operation of pairwise multiplication.

Correcting for Contemporaneous Spatial Correlation, Se-
rial Correlation, and Group Heteroskedasticity If Z repre-
sents the complete matrix of independent variables in 
equation 1 and �̂ represents the vector of coeffi cients esti-
mated by OLS, then the errors eit = Ait � �Z�̂�it for t = 1, . . .,
T. The error structure of equation 4 is now:

V = 
⎡�11 · · · �1N ⎤
⎢

···
··· ⎥

⎣�N1
· · · �NN⎦

 , (5)

where

�ij = 
�ij

1 � �i�j
  

⎡ 1 �j �j
2 · · · �j

T�1

⎤
⎢ �i 1 �j �j

T�2⎥
⎢ �i

2 �i 1 ··· ⎥
⎢ ··· ⎥
⎣�i

T�1 · · · �i 1 ⎦

. (6)

OLS could not be used to estimate the models (i.e., 
equations 1, 2, and 3) with the error structure in equations 
5 and 6. Instead, we used feasible generalized least squares 
(FGLS) and maximum likelihood (ML) (Greene 1993). 
These estimation methods are asymptotically equivalent 
but can give very different results in small samples. With 
our relatively large dataset, we found that the results for 
the two methods were quite similar.

The generalized least squares estimator for the model was:

�̃ = (ZTV�1Z)�1ZTV�1A. (7)

To estimate equation 7, we needed estimates for the 
parameters in each �ij in equation 6. The basic strategy 
was to estimate equation 1 using OLS and to use the OLS 
residuals to estimate the site-level error variances � 

i
2 and 

· · ·

· · ·
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the autocorrelation coeffi cients �i. Denoting the OLS resid-
uals by eit, our estimates of these parameters were:

sii = si
2 = 1

T
 �

t
 e i

2
t and ri = 

�eitei(t�1)

(T � 1)si
2

 , (8)

respectively.

Contemporaneous Spatial Correlation

Unfortunately, we could not use a similar method to 
obtain estimates of the covariance terms in equation 6, be-
cause too many covariances were required. Although we 
could compute the sample covariance for any two sites by 
sij = 
eit ejt /T (as we did to generate Figure 6), the matrix 
�sij � would not be of full rank. With 193 monitors and 
84 months of data, we would have had 18,528 covariance 
terms to estimate and only 16,212 observations. We used 
the fact that the observed correlations were strongly re-
lated to distance, as illustrated in Figure 6, to estimate a 
simple model of covariance. That is, we specifi ed that the 
error covariance between sites i and j depended on the 
error variances at each site and an exponential function of 
the distance D  (i, j ) between them, and we estimated this 
covariance �ij by:

sij = si sj  exp(��2D  (i, j )). (9)

We then estimated the decay coeffi cient � by fi nding 
the best least squares fi t to the site-level empirical correla-
tions shown in Figure 6.

The expressions in equations 8 and 9 gave us every-
thing we needed to produce a FGLS estimator of the �. 
The same expressions also provided the starting values for 
estimates of the �’s and �’s in the maximum likelihood 
estimation (MLE).

Using Estimated Coeffi cients to 
Generate Counterfactuals

To generate a set of n random draws from a common 
normal distribution N  (µ, �2), we drew a set of n standard 
normal variables ui, where ui ~ N  (0,1) and the desired set 
of random draws is xi = µ + �ui. For a multivariate normal 
random variable coeffi cient vector �̃, as in equation 6 
above, the procedure is analogous.

The parameter vector �̃ has the distribution N  (�,var  (�̃)), 
where var  (�̃) is the covariance matrix of �̃. Because var  (�̃) 
is defi nitely positive, it can be written as C�CT, where C 
is a matrix whose columns are the characteristic vectors of 
var  (�̃) and � is a matrix that has the (all positive) charac-
teristic roots along the diagonal and zeros elsewhere. Now 
if we draw a standard normal vector u, uT = (u1, u2, . . ., 
uk), with the same dimensionality as �̃, then the vector x = 
� + (C√𝚲)u has the required distribution N  (�,var  (�̃)).

MODEL RESULTS

This section presents our regression results in two parts. 
The fi rst subsection is primarily descriptive, focusing on 
the fi xed-effects variables described in equations 1 and 
2 earlier to examine the importance of local and temporal 
factors as determinants of PM2.5 concentrations. In this 
initial model specifi cation, we did not include power 
plant emissions as an explanatory variable. The second 
subsection introduces SO2 and NOx emissions from power 
plants as explanatory variables and considers a range of 
model specifi cations. Additionally, as a sensitivity analy-
sis, we subdivide the sample to test for regional differ-
ences. Given the large number of explanatory variables, 
we focus attention in this section on relatively simple tab-
ular and graphical presentations.

Analysis of Variance of PM2.5 Concentrations

Here we will conduct a relatively simple descriptive 
analysis before entering emissions into the equation  —  
essentially an analysis of variance. For ease of presenta-
tion we divided this simple analysis into two parts. In the 
fi rst part we considered three sets of variables one after 
another  —  site, year, and month  —  and calculated the sam-
ple variance around the site, year, and month means, re-
spectively. For example, if Aiym is the monthly observa-
tion at site i, year y, and month m, the site variance is 
defi ned by:

varI (A) = �
y,m

(Aiym � A
–

.ym)2.   

This site variance is equivalent to the MSE of a statisti-
cal model, estimated by OLS, with a full set of dummy 
variables for each monitor site. The year and month vari-
ances were defi ned analogously. As shown in Table 10, 
the variance by year (17.60) was only slightly smaller than 
the overall variance of the sample (18.33), but the average 
site-specifi c (12.95) and month-specifi c (12.73) variances 
were smaller by almost one-third.

We next considered the two-way combinations, that is, 
the month–year, site–year, and site–month interactions. 
The site–year variance, for example, is defi ned by:

varIY (A) = �
m

(Aiym � A..m)2.   

Again, this variance is equivalent to the MSE of an OLS 
regression of ambient PM2.5 against a full set of 1351 
dummy variables representing combinations of site and 
year. Not surprisingly, the two-way variances for site and 
year were smaller than either of the respective one-way 
variances in Table 10. For the interactions involving year, 
the reduction in variance over the one-way variances was 
not large. But the site–month interactions reduced the 
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average of the MSEs, to 7.23 µg/m3, thereby explaining 
almost 61% of the total variance in the PM2.5 concentra-
tions. As in the case of the simple introduction of the 
monthly dummy variables described above, however, we 
believe that the monthly variables were picking up the 
infl uence of weather and, most important, emissions  —  
factors that we explicitly consider in the next section.

Models Linking Power Plant Emissions 
to PM2.5 Concentrations

This section reports the results of the statistical models 
described above. Once again, the emission sources associ-
ated with a monitor were grouped like the segments of a 
dartboard, as shown in Figure 1. The average of the MSEs 
reported here refl ects three different ring defi nitions for 
each monitor. The fi rst set of results, shown in the fi rst 
column of Table 11, defi ned the rings to include the fol-
lowing distances (in miles) of the monitors from the 
sources: 0–12.5, 12.5–25, 25–50, 50–100, 100–150, 150–
200, and 200–300. The second and third sets of results 
add the sources in the ring 300–400 and 400–500 miles, 
respectively, from the monitors. The average emissions in 
each of the rings, shown in Table 12, varied from one 
monitor to another.

In all models, the disturbance terms were allowed to be 
autocorrelated and heteroskedastic, with contemporaneous 
covariance based on distances between monitor sites. Given 
these very substantial departures from the OLS assump-
tions, we needed to use the alternative estimating meth-
ods of FGLS and ML. We assessed model performance by 
the criterion of average MSE from the individual site 
means, calculated using the original dependent variables 

rather than the transformed variables required by the esti-
mation procedures. By this criterion, we found that FGLS 
and ML gave roughly comparable results. Both were asymp-
totically effi cient; in fi nite samples they could yield differ-
ent results, and neither dominated the other. We have pri-
marily reported FGLS results here, because the estimation 
procedure was less time-consuming and the MSEs were 
slightly smaller.

Table 10. Mean Squared Errors in Models with Only 
Fixed Effectsa

1999–2005

Parameters MSE

Overall    1 18.33

One-way models
 Site dummies
 Monthly dummies
 Annual dummies

 193
  12
   7

12.95
12.73
17.60

Two-way models
 Site–year interactions
 Site–month interactions
 Month–year interactions

1351
2316
  84

11.64
 7.23
12.73

a  Number of monitors = 193; total monthly observations = 16,212.

Table 11. Average of Mean Squared Error (Using FGLS) 
at Each Monitor

Emission Zone Radii

0–300 0–400 0–500

Without Monthly Dummies
TEMP ONLY 11.67 11.67 11.67
TEMP + EMIS  9.81  9.71  9.76
TEMP � EMIS  9.54  9.46  9.53
TEMP � EMIS (MLE)  9.68  9.64  9.74

TEMP � EMIS (North) 10.03 10.03 10.21
TEMP � EMIS (South)  8.12  7.86  7.76
TEMP � EMIS (NOx) 11.28 11.11 11.08

With Monthly Dummies
TEMP ONLY 10.27 10.27 10.27
TEMP + EMIS  9.45  9.55 10.00
TEMP � EMIS  9.30  9.37  9.82
TEMP � EMIS (MLE)  9.47  9.53 10.07

TEMP � EMIS (North)  9.06  9.15  9.78
TEMP � EMIS (South)  8.27  8.00  7.78
TEMP � EMIS (NOx) 10.41 10.47 10.71

Table 12. Average Monthly Emissions in Rings 
Around Monitors

Radius
(Miles)

Average Monthly Emissions 
(Kilotons)

0–12.5    176
12.5–25    273
25–50    831
50–100  2,639
100–150  3,915

150–200  4,285
200–300 12,717
300–400 15,982
400–500 15,228
>500 51,770
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The MSEs of a range of alternative models for three 
emission-zone specifi cations and 14 independent-variable 
specifi cations are shown in Table 11 (except one using 
FGLS). These specifi cations all used the interacted site–
year fi xed effects described above plus various formulations 
of temperature and emissions variables. The results are 
shown with and without the monthly dummy variables. 
The monthly variables are highly signifi cant and were 
obviously correlated with the emission and temperature 
variables we cared about, meaning that to leave them out 
would bias the coeffi cients on the other variables. How-
ever, we believe that comparison of individual emission 
and temperature coeffi cients for models with months and 
models without months was useful for the interpretation 
of the results. The seven alternative variable specifi cations 
were the following:

• TEMP ONLY The (average monthly Kelvin) 
temperature

• TEMP + EMIS Temperature and emission variables, 
entered additively, for the indicated emission zones

• TEMP � EMIS Emission variables interacted with 
temperature (which was also entered alone)

• TEMP � EMIS (MLE) Estimation by maximum 
likelihood

• TEMP � EMIS (North) Estimation limited to 116 
northern monitors (shown in Figure 8)

• TEMP � EMIS (South) Estimation limited to 77 south-
ern monitors (also shown in Figure 8)

• TEMP � EMIS (NOx) NOx emissions replacing SO2 
emissions

Examination of Table 11 suggests the following 
observations:

• Addition of the emissions in the outermost zone 
(400–500 miles) seldom improved the fi t of the model 
and in some cases actually increased the MSEs. Only 
for the southern monitors did the addition of the out-
ermost zones’ emissions seem to improve the MSEs.

• Inclusion of monthly dummy variables signifi cantly 
reduced the MSEs in most cases.

• For temperature alone, the average of the MSEs was 
approximately the same as  —  actually slightly higher 
than  —  the site–year variance shown in Table 10 
without the temperature variable. (The MSEs were 
higher because the calculations for Table 10 were 
made under the more restrictive OLS assumptions 
and no doubt underestimated the true variance.)

• Adding the emission variables signifi cantly reduced 
the MSEs compared with temperature alone.

• Interacting temperature and emissions outperformed 
emissions entered linearly.

• MSEs were higher for the northern monitors than for 
the southern ones, perhaps suggesting that what we 
called the southern region was somewhat more ho-
mogeneous and thus more amenable to being repre-
sented by a single set of emission coeffi cients.

• There seems to be little basis for choosing between 
the models with and without the 300-to-400-mile 
ring. Neither dominated for all specifi cations.

• Substituting NOx for SO2 signifi cantly reduced model 
performance. (Other, mixed specifi cations [not shown], 
including weighted sums of NOx and SO2, also per-
formed worse than SO2 alone.)

Characteristics of Regression Coeffi cients

In this section we describe the characteristics of the 
individual regression coeffi cients.

The fi rst thing to note is that the results when tempera-
ture was interacted with the emission variables (TEMP � 
EMIS) were actually quite similar to the results when the 
emission variables were entered without interaction 
(EMIS), once an adjustment was made for the difference in 
units. Figure 9 plots the emission coeffi cients for TEMP � 
EMIS (with monthly dummy variables) multiplied by the 

Figure 8. Locations of monitors in northern (blue) and southern (red) 
regions.
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average temperature for the sample against the EMIS coef-
fi cients. As shown, the coeffi cients line up very close to 
the 45-degree line. We preferred the models with the 
t emperature–emission interaction, because they were more 
sensitive to actual temperature rather than to the mean 
temperature of the sample, with the result that they tended 
to have slightly lower MSEs.

The important characteristics of the emission coeffi -
cients can be summarized as follows:

• Although there were no restrictions on the sign of the 
emission coeffi cients, a large majority were positive. 
This was especially true in specifi cations without 
monthly variables. In specifi cations with monthly 
variables, we found more negative signs, but  —  except 
in the outermost zone  —  the negative coeffi cients 
were insignifi cant.

• Beyond 25 miles, the value of the emissions–
concentrations gradients generally declined as a func-
tion of distance from the source. This relationship 
held over the full distance examined, out to about 
400 miles. MSEs also declined with distance from the 
source, probably refl ecting the large number of zero 
values for emissions in the closer-in, and thus smaller, 
emission zones.

• Within 25 miles, there was generally a peak in the 
value of the emissions-concentrations gradients. The 
exception was for eastern sources in the northern 
region, where there was a more continuous decline in 
the emissions-concentration gradients out to about 
75 miles.

• Consistent with the prevailing westerly winds, the 
values of the western sources tended to be higher 
than those of the eastern sources. Nonetheless, the 
differences were often not statistically signifi cant, 
and many of the coeffi cients for emission zones east 
of monitors were statistically signifi cant and of siz-
able magnitude.

Figures 10 to 15 show the source–receptor coeffi cients 
(SRCs), based on the distance between sources and moni-
tors. Most of the results were for models that excluded 
dummy variables for month, although the coeffi cient plots 
when months were included were very similar. Figure 10 
shows the results of the third model considered in Table 
11, that is, with the inclusion of the site–year fi xed effects 
and the temperature and emission variables, using the full 
sample and FGLS, focusing on the average effect of the 
distance of the source (SO2) emissions on PM2.5 concen-
trations. (The mean distance from a monitor of a ring 
bounded by radii R1 and R2 is √(R1

2 + R2
2)/2.) The gray line 

shows the average effect for all sources located in the four 
zones east of the monitor. The results for individual zones 
are represented by gray diamonds. The black line shows 
the average effect for all sources located in the four zones 
west of the monitor. The black squares show the results 
for the individual zones. At each distance the values of 
the individual coeffi cients are shown together with their 
error bars, defi ned at two SDs. For ease of viewing, we 
have separated the two sets of error bars; in fact they 
should be superimposed.

As shown, the largest impact (per unit of emissions) 
occurred at a distance of about 25 miles from the source. 

Figure 9. Coeffi cients for TEMP � EMIS (with monthly dummies) multi-
plied by the average temperature for the sample plotted against coeffi -
cients for EMIS for the same model specifi cations.

Figure 10. Estimated effects of emissions on ambient PM2.5 by distance 
from source (logarithmic scale), for all 193 monitors.
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For emissions east of the monitor, we found that as the 
distance from the emission source increased there was less 
of an impact from emissions reductions of PM2.5 concen-
trations. Beyond about 25 miles from the source, the effect 
of SO2 emissions on PM2.5 concentrations declined almost 
monotonically out to about 80 miles. At that point we saw a 
slight increase in the SRCs (well within the error bounds), 
and then another monotonic decline. Overall, there was 
clearly an inverse relationship between distance and the 
effect on concentrations caused by emissions reduction. 
Not surprisingly, western sources generally had larger 
impacts on PM2.5 concentrations than eastern sources, 
although the differences were not statistically signifi cant. 
Note also that the error distributions were wider for the 
eastern sources at the close-in distances; this pattern did 
not persist over longer distances.

Figure 11 shows the results for the same model as that 
used for Figure 10, except that the sample was restricted 
to the 116 northern monitors in our dataset. As can be 
seen, the pattern of results was roughly comparable to that 
of the full sample, albeit with much larger standard errors. 
At the same time, there were some important differences 
between the two fi gures. Most important, whereas for west-
ern sources we saw a peak in the effect of emission sources 
on PM2.5 concentrations at about 25 miles (as in the full 
sample), there was no such peak for eastern sources, for 
which the effects declined continuously out to about 
75 miles. At that point we did see an increase for eastern 
sources, although the standard errors were quite large.

Figure 12 shows the results for the 77 southern moni-
tors in our dataset. As with the results for the northern 

subsample, the standard errors were somewhat larger than 
those of the full sample. In this case, both the eastern and 
southern sources had a peak at about 20–25 miles, fol-
lowed by reasonably monotonic declines thereafter.

We now turn to a consideration of the alternative mod-
els, which included fi xed effects for months as additional 
independent variables. As shown in Figures 13 to 15, 
which show results for all 193 monitors, the 116 northern 
monitors, and the 77 southern monitors, respectively, the 
pattern of the SRCs over the area within 400 miles of a 

Figure 11. Estimated effects of emissions on ambient PM2.5 by distance 
from source (logarithmic scale), for 116 northern monitors.

Figure 12. Estimated effects of emissions on ambient PM2.5 by distance 
from source (logarithmic scale), for 77 southern monitors.

Figure 13. Estimated effects of emissions on ambient PM2.5 by distance from 
source (with monthly fi xed effects) (logarithmic scale), for all 193 monitors.
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monitor was quite similar to those shown in Figures 10 
to 12. There were, however, two important distinctions. 
First, the SRCs were consistently smaller when the monthly 
fi xed effects were included, especially for the more dis-
tant sources. Second, the SRCs actually turned negative 
for several of the most distant sources when the monthly 
fi xed effects were included. The question of whether to 
include monthly variables or not is discussed further in 
the next section.

Finally, we note the important differences in total emis-
sions in each of the zones used in the estimations. Because 

there were more power plants in the larger, more distant 
zones, it was not surprising that average emissions between 
the closest-in and farthest-out zones varied by two orders 
of magnitude, as shown in Table 12. Although not relevant 
to the estimation of the emissions concentrations gradi-
ents, these differences are key to the counterfactuals devel-
oped below, in the Counterfactual Analysis section.

Choosing Among Alternative Model Specifi cations

Table 10 shows the results from 42 different models for 
estimating the relationship between PM2.5 concentrations 
and stationary source emissions. This was a representative 
set of the total set of model specifi cations we examined. 
Of these, we chose only four for the purposes of estimat-
ing the effects of the Title IV Phase 2 emission reductions:

• TEMP � EMIS with emission zones to 300 miles, 
without monthly dummy variables;

• TEMP � EMIS with emission zones to 400 miles, 
without monthly dummy variables;

• TEMP � EMIS with emission zones to 300 miles, with 
monthly dummy variables; and

• TEMP � EMIS with emission zones to 400 miles, with 
monthly dummy variables.

Of these four, our preferred model was the fourth one, 
at the end of the list. In this section we describe the win-
nowing process that narrowed our selection to these four, 
and fi nally to this one, model.

First, we relied on the average monitor-specifi c MSE to 
eliminate the models with TEMP only, models in which 
temperature and emissions were entered linearly as well 
as NOx models and the regional models. Although the 
southern model had relatively attractive MSEs, the north-
ern model did not, and we could not choose one without 
choosing the other. As described above, we decided on 
FGLS over MLE as an estimating strategy because it offered 
greater convenience (faster run times) without a compen-
sating disadvantage. We eliminated specifi cations with an 
emission zone between 400 and 500 miles because these 
specifi cations performed no better, and in some cases 
worse, than those without that zone.

Choosing between models with and without months 
required us to resolve a dilemma that frequently plagues 
statistical estimation with variables that are highly corre-
lated. As noted above, failing to include relevant variables 
in a regression can lead to omitted-variable bias if any of 
the variables that were included are correlated with the 
excluded variables. However, including them has pitfalls, 
too. If the correlations between the two variables are strong 
enough, then accurate estimation of the coeffi cients can 
be very diffi cult. Sometimes pairs of such variables will be 

Figure 14. Estimated effects of emissions on ambient PM2.5 by distance 
from source (with monthly fi xed effects) (logarithmic scale), for 116 north-
ern monitors.

Figure 15. Estimated effects of emissions on ambient PM2.5 by distance 
from source (with monthly fi xed effects) (logarithmic scale), for 77 south-
ern monitors.
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insignifi cant, with very large standard errors, or if signifi -
cant they might have implausibly large coeffi cients with 
opposite signs. In the limit, if the variables are perfectly 
correlated the model cannot be estimated at all unless one 
or more variables are dropped. Our inability to estimate a 
model with both SO2 and NOx in it is an example.

A set of variables that is nearly dependent linearly can 
also cause multicollinearity problems even if no pair of 
them has a particularly high correlation. Sometimes a sit-
uation like this can be diffi cult to spot. Here, it happened 
that the monthly dummy variables were not very highly 
correlated with any of the emission variables, even though 
these seasonal variables were highly correlated with elec-
tricity production in total. It was possible we would still 
have multicollinearity problems even though no pair of 
variables were obviously correlated with each other. In 
such situations, one useful tool that has been recom-
mended for identifying multicollinearity is the condition 
number,

� = 
⎛
⎜
⎝

�max⎞
⎟
⎠

1/2

�min
,

where the lambdas are the maximum and minimum char-
acteristic roots of the moment matrix (X� X ) of the indepen-
dent variables. Belsley and colleagues (1980) suggested that 
multicollinearity problems would be present if the condi-
tion number exceeded 20. By this criterion, it appeared 
that we did not need to worry about multicollinearity. The 
condition number of the moment matrix of a typical speci-
fi cation (including months, interacted temperature and 
emissions, and emission zones out to 400 miles) was only 
14.7. When months were removed from the specifi cation, 
the condition number dropped to 3.88. It appeared, then, 
that there was no reason not to include monthly dummy 
variables in our specifi cations. In addition, they were highly 
signifi cant and had obvious explanatory power even with 
the other variables in the models.

Even though we rejected the no-month specifi cation be-
cause of the likelihood of omitted-variable bias in the esti-
mated coeffi cients, it might nevertheless be of interest to 
get an idea of the infl uence of the inclusion of months in 
the specifi cation. Figure 16 shows a plot of coeffi cients 
from the model specifi cation to 400 miles with monthly 
dummy variables against an otherwise identical specifi ca-
tion without monthly dummy variables. As can be seen, 
except for two outliers (located at the top and the bot-
tom of the fi gure), the points in the plot lie just below the 
45-degree line and closely track it, indicating that the emis-
sion coeffi cients in the specifi cation without the monthly 
dummy variables were larger than the corresponding co-
effi cients with the monthly dummy variables, and the 

difference between the two was about the same for all the 
points except for the outliers. One of the outliers had a 
difference of about 0.1, and the other had a difference of 
about 0.025, but with the opposite sign. Overall, the mean 
difference between the coeffi cients was 0.026 µg/m3 per 
1000 tons SO2. (The specifi cations used for Figure 16 were 
the interacted temperature and emissions out to 400 miles. 
The coeffi cients were multiplied by the mean temperature 
for all monitors in the sample.) This is not a small value; 
as shown below, it has the effect of doubling the predicted 
effects of emissions on ambient concentrations.

Finally, we chose the specifi cation with the emission 
zone out to 400 miles instead of the specifi cation without, 
even though the average MSE of the former was higher 
than that of the latter (9.37 versus 9.30), because the co-
effi cients as a set had more plausibility. The existence of 
negative coeffi cients, implying as it does negative contribu-
tions of emissions to PM2.5, is an implausible result. (Al-
though negative contributions are implausible, they are not 
physically impossible, as is well known in the matter of the 
complex relationships between NOx and local O3. Experts 
at the EPA have suggested to us that something similar 
might also be going on between long-range transport of SO2 
and ammonia.) Although we were pleasantly surprised to 
fi nd that considerably fewer than half of our emission coef-
fi cients had negative signs in any specifi cation, the number 

Figure 16. Emission coeffi cients with monthly dummy variables plotted 
against emission coeffi cients without monthly dummy variables.
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was never zero. In the specifi cation with the 300-to-400-mile 
ring, only two of the negative emission coeffi cients were 
signifi cantly different from zero; in the specifi cation with-
out this ring, there were fi ve signifi cant negative coeffi cients. 
This might have been another instance of omitted-variable 
bias, and in the absence of any obvious multi collinearity 
we opted for the more inclusive specifi cation.

MODEL PERFORMANCE

In this section we present the results of a test of our 
model against emissions and PM2.5 data for 2006, an out-
of-sample year beyond our basic dataset. This was not a 
forecast but a test of the model’s ability to explain devia-
tions from the mean in a new sample. We found there 
were 609 PM2.5 monitors for which we had suffi cient data 
to obtain average monthly temperature and ambient PM2.5 
data for every month of 2006. Of these monitors, 164 were 
also members of the original 1999–2005 dataset used for 
model estimation. We compared performance on both the 
164-monitor sample and the remaining 445 monitors in 
the 2006 sample, allowing us to extrapolate not only over 
time, but also to some degree over space. The results are 
shown in Table 13.

As we did in evaluating the fi t of our regression models 
to the original data, we constructed as a baseline the aver-
age squared deviation V = (1/N)Vi, where 

Vi = 1
12

 
12
�

m=1
(Aim � A

–
i.)

2

is the variance of monthly means at each monitor. As 
shown, V = 11.06 for the monitors in the original dataset. 
Similarly, we calculated the model fi t as the average devi-
ation or MSE of the monthly predictions from the mean:

MSEi = 1
12

 
12
�

m=1
(Aim � Âi.)

2.

The MSE for all 164 monitors in the original dataset was 
7.85; this was 29% smaller than the mean monthly vari-
ance for these monitors. Performing the same calculations 
for the 445 monitors not in the original sample, we found 
that the average MSE was 7.19. The fact that the MSE in 
the 2006 sample was smaller than that of the original sam-
ple apparently resulted from the smaller variance in the 
2006 sample. The MSE for the 2006 sample was 24.5% 
smaller than the mean monthly variance for these moni-
tors. That is, for the 164 monitors for which we had data 
for both the original sample years (1999–2005) and the 
single out-of-sample year (2006), our model explained 29% 
of the mean deviations observed in the out-of-sample year. 
For the 445 receptors for which we had complete data for 
the out-of-sample year but not for the earlier period, our 
model explained 24.5% of the mean deviations.

We also calculated the fractional bias and fractional 
error, commonly used criteria for testing the daily perfor-
mance of air quality models (U.S. EPA 2005). These crite-
ria are defi ned as follows:

  FBIAS = 2
N

 �
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Not surprisingly, we found the fractional bias to be quite 
low (2.3%), refl ecting our focus on deviations from the 
monthly mean rather than daily deviations. As shown in 
Table 13, the corresponding fractional errors of the site-
specifi c means were 20.1% and 20.3%. By comparison, 
the fractional errors for the original and 2006 samples 
were 17.6% and 18.3%, respectively, refl ecting a slight 
improvement of the model versus the site-specifi c means.

COUNTERFACTUAL ANALYSIS

In this section we apply the regression analysis 
described above to investigate the effect of power plant 
emission changes between 1999 and 2005 on ambient 
PM2.5 concentrations.

To perform these calculations we needed a counterfac-
tual, that is, an estimate of the emissions that would have 
taken place in the absence of Title IV Phase 2 of the 1990 
Clean Air Act Amendments (the principal infl uence of 

Table 13. Application of Model Estimates for PM2.5 
to 2006 Data

Monitors
in Original 

Dataset

Monitors 
Not in 

Original 
Dataset

Number of monitors 164 445

Mean monthly variance 
 from 2006 annual mean  11.06   9.52

Errors of model estimates
 Mean (MSE)   7.85   7.19
 Minimum   1.50   1.03
 Maximum  17.7  27.8

Mean reduction in MSE (%)  29.0  24.5

Fractional error (%)
 Model
 Site means

 17.6
 20.1

 18.3
 20.3
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national environmental policy on power plant emissions 
during this period). Constructing an appropriate counter-
factual is clearly not a strictly empirical matter, and differ-
ent observers might reasonably disagree about what would 
have happened if a given policy had not been imple-
mented. It is therefore important to be clear what assump-
tions were being made about our no-policy alternative.

We began by examining the average monthly PM2.5 con-
centrations for 1999–2005 at the 193 monitoring sites we 
used for our analyses (Figure 17). The monthly variations 
were so large that it was diffi cult to visually discern any 
obvious trend in the data; for this reason, we also plotted 
the 12-month moving average in the fi gure. The moving 
average began in mid-1999 at 15.4 µg/m3, reached a low of 
12.9 µg/m3 in May 2004, and increased thereafter to reach 
14.4 µg/m3 by mid-2005.

Especially in light of the historical record, we adopted 
what we thought was the simplest and most transparent 
approach to estimating our counterfactual. We assumed that 
the temporal and spatial pattern of electricity production 
observed during the period would not have been affected by 
the emission reductions. In the counterfactual, then, each 
power plant would have produced exactly the same amount 
of electricity that it was actually observed to produce dur-
ing the period. We also assumed that its emission rate, in 
terms of emissions per million BTU input, would have 
been unchanged from what was last observed before 2000; 
in accordance with this assumption, we took the average 
emission rate for each plant in 1999 and applied it through 
2005. These assumptions resulted in an estimate for total 
SO2 emissions of 87 million tons for the 1999–2005 period, 
compared with the 72 million tons actually emitted.

For the counterfactual analysis, we used the model with 
site–month fi xed effects and the interaction of emissions 
and temperature as independent variables (model 3). 
Model estimation was by way of FGLS. As an alternative, 
we used the same model with the inclusion of monthly 
fi xed effects. We used the coeffi cients estimated in these 
models to predict what PM2.5 concentrations would have 
been at each site and in each month in the years 2000–
2005 if actual source-specifi c emissions had remained at 
their 1999 levels. We attributed the difference between 
these two estimates of PM2.5 concentrations to the effects 
of Title IV Phase 2. The results of this analysis are shown 
in Table 14. Column one shows that without the Title IV 
Phase 2 reductions PM2.5 concentrations would have 
been higher by 1.07 to 2.50 µg/m3 in 2005. The chief cause 
of the differences was the inclusion or exclusion of the 
monthly fi xed-effects variables in the models. Without 
monthly fi xed effects, Title IV Phase 2 was estimated to 
have reduced PM2.5 concentrations by 2.31 to 2.50 µg/m3. 
With the monthly fi xed-effects specifi cation, it was esti-
mated to have reduced PM2.5 concentrations by 1.07 to 
1.17 µg/m3; on a population-weighted basis applied to all 
eastern counties, the comparable estimates were 0.89 to 
0.94 µg/m3.

As noted, our preferred specifi cation went out to 
400 miles from the monitors. Our preferred unweighted es-
timate was thus 1.07 µg/m3, and our preferred population-
weighted estimate was 0.89 µg/m3.

Because observed PM2.5 concentrations ranged from 
13.0 to 15.9 µg/m3 during the 2000–2005 period, we esti-
mated that they would have been about 8% to 15% higher 
without Title IV Phase 2. Although we did not explicitly 
estimate health effects associated with such changes, they 
could clearly have been substantial (Bell et al. 2004; Pope 
and Dockery 2006).

Estimates of the contributions from each ring provided 
some insights that could be used to evaluate the counter-
factual estimate. Recall that most of the regression results 
depicted in Figures 10 to 15 showed a distinctive and 
robust pattern with respect to emissions. As distance in-
creased from the monitor, the emission coeffi cients fi rst 
increased and then declined. However, when we used these 
coeffi cients to project changes in ambient concentrations, 
we found that the contribution to PM2.5 reductions attrib-
utable to each zone tended to increase with distance from 
the zone to the monitor, at least up to a distance of about 
300 miles. The reason, of course, was that the outer zones 
were larger in area, had more power plants in them, and 
hence had greater total emissions, as shown in Table 12.

Table 14 breaks out the changes in PM2.5 concentra-
tions attributable to emissions from each ring, from the 

Figure 17. Average monthly (black line) and moving average (gray line) 
PM2.5 concentrations.
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innermost ring on the left to the outermost on the right. 
The values shown are the product of the actual change in 
emissions in each zone and the regression coeffi cients for 
that zone. Specifi cally, the fi rst row of the table shows the 
contributions of sources at distances of 0 to 400 miles from 
the 193 receptors examined to the estimated 2005 PM2.5 
changes induced by the Title IV Phase 2 policy for the 
specifi cation without monthly fi xed effects. As shown, 
these values ranged from 0.042 µg/m3 for units located 
12.5–25 miles away to 0.904 µg/m3 for units located 200–
300 miles away. For the model specifi cation with monthly 
fi xed effects, the contributions by zone were uniformly 
lower. Refl ecting the pattern of differences in the SRCs 
shown in Figures 10 to 15, the major differences in the 
specifi cations with and without monthly fi xed effects oc-
curred in the outer zones. As can be seen, there was actu-
ally a negative value in the 300-to-400-mile zone for the 
specifi cation with monthly fi xed effects. Although we did 
not necessarily believe in the reality of negative emission 
coeffi cients, to avoid bias we left them unchanged for esti-
mating ambient changes.

Parameter Uncertainty Versus Model Uncertainty

Analysts and model builders often make a useful dis-
tinction between parameter uncertainty and model uncer-
tainty in assessing the performance of models. The section 
above discussed the effects of model uncertainty on our 

results, or at least some of the effects (inasmuch as we 
only compared a few specifi cations of the one particular 
type of model we might have chosen).

For any choice of model there is also parameter uncer-
tainty, that is, the fact that regression coeffi cients are them-
selves random variables. The individual coeffi cients and 
their standard errors for our top four models are reported 
in Appendix A. But it is also useful to propagate the errors 
in the estimated coeffi cients through emission projections 
in order to determine the effects of parameter uncertainty 
on our counterfactual analyses. Accordingly, Table 14 
also shows the estimated SDs of the projections of PM2.5 
improvements for each of the specifi cations. These SDs 
were quite small, and we concluded that, as is very often 
the case, our model uncertainty was much greater than 
our parameter uncertainty.

Comparison with an Air Quality Model

An additional approach to evaluation of the results would 
involve a side-by-side comparison of the statistical model 
results with those of an established air quality model for the 
same emission reduction and time period, that is, a com-
parison of the strength of the aggregate source–receptor 
relationship in the statistical and air quality models. Un-
fortunately, we were unable to obtain a directly compara-
ble model run; we relied instead on a recently published 
Regulatory Impact Analysis for CAIR (U.S. EPA 2005).

Table 14. Estimated Contribution (in µg/m3) of Phase 2 Electric Utility Emission Reductions to Changes in Ambient 
PM2.5 Concentrations, by Zone

Mean 2005 
PM2.5 

Reduction

Zonea

0–12.5 12.5–25 25–50 50–100 100–150 150–200 200–300 300–400

County Results, Weighted by Populationb

400nomo 2.25 0.025 0.042 0.080 0.200 0.452 0.327 0.793   0.332
300nomo 2.03 0.027 0.046 0.089 0.224 0.494 0.345 0.806 —
400mo 0.89 0.018 0.034 0.053 0.116 0.293 0.138 0.311 �0.071
300mo 0.94 0.017 0.036 0.051 0.109 0.283 0.121 0.326 —

Results at 193 Monitorsb

Mean SD

400nomo 2.50 0.08 0.045 0.042 0.099 0.290 0.418 0.392 0.904   0.316
300nomo 2.31 0.06 0.051 0.050 0.11 0.33 0.464 0.406 0.901 —
400mo 1.07 0.11 0.036 0.029 0.062 0.186 0.281 0.210 0.405 �0.14
300mo 1.17 0.09 0.035 0.034 0.059 0.179 0.274 0.188 0.404 —

a  Inner and outer distance from source zone to monitor, in miles.
b “nomo” indicates no monthly fi xed effects included in model; “mo” indicates inclusion of monthly fi xed effects.
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The Regulatory Impact Analysis relied on the Com-
munity Multiscale Air Quality model, a sophisticated air-
quality fate and transport model frequently used to model 
emissions and air quality and to predict changes in air 
quality associated with anticipated reductions in utility 
emissions of SO2 and NOx for the years 2010 and 2015. 
The EPA estimated that, as a result of the CAIR-driven emis-
sion reductions, PM2.5 concentrations would be reduced 
by 0.73 µg/m3 in 2010 and 0.89 µg/m3 in 2015 as the aver-
age across all grid cells in the eastern United States. On a 
population-weighted basis, the comparable numbers were 
about 30% higher (0.96 µg/m3 and 1.15 µg/m3 for 2010 and 
2015, respectively). The SO2 reductions needed to achieve 
these reductions were 3.61 million tons in 2010 and 
3.97 million tons in 2015. Normalized to the CAIR SO2 re-
ductions, the population-weighted rates were 0.266 µg/m3 
per million tons in 2010 and 0.290 µg/m3 in 2015.

Turning to the results of our preferred specifi cation, we 
estimated that Title IV Phase 2 reduced PM2.5 concentra-
tions by 0.89 µg/m3 in 2005 (Table 14). Normalizing by the 
Phase 2 SO2 reductions of 2.34 million tons, the estimated 
PM2.5 sensitivity was 0.38 µg/m3 in 2005  —  somewhat 
higher than the sensitivity used in CAIR.

Large differences in methods and context make these 
estimates diffi cult to compare directly. Both estimates in-
cluded the effects of NOx as well as SO2, even though our 
models used only SO2. Accordingly, it is important to take 
account of any differences in the ratio of SO2 to NOx emis-
sions when comparing CAIR with the Phase 2 reductions. 
The modeled CAIR analysis assumed 1.25 million tons of 
NOx reductions in 2010 and 1.54 million tons in 2015 
—  less than half as much NOx on a proportional basis as 
was achieved under Title IV Phase 2. One would thus have 
expected our estimate to be higher. Also, during Phase 2, 
concentrations of PM2.5 were 50% higher than the CAIR 
projections for 2010 and 2015. Perhaps PM2.5 formation is 
less sensitive to stationary source emissions at lower base-
line concentrations. This consideration would also tend to 
raise our estimate relative to the CAIR estimate. And 
fi nally there was the assumption about the constancy of 
the temporal and spatial patterns of electricity production 
that might not have been comparable between the two analy-
ses. Given these uncertainties, we concluded that our esti-
mates were roughly comparable to those developed for 
CAIR based on the Community Multiscale Air Quality 
model, given the fractional bias and fractional errors of 
the various models.

CONCLUSIONS

In our effort to use statistical modeling to assess what 
portion, if any, of the observed 1999–2006 changes in 

ambient PM2.5 concentrations can be attributed to Title IV 
Phase 2 of the 1990 Clean Air Act Amendments, we drew 
three broad conclusions:

[1] Based on our analysis, it is feasible to use relatively 
transparent statistical models to conduct an accountabil-
ity analysis of policies that reduced the long-range trans-
port of power plant emissions, as occurred under Title IV 
Phase 2. Our coeffi cients relating utility emissions to 
ambient PM2.5 concentrations were often statistically sig-
nifi cant and also passed several tests of plausibility:

• They were overwhelmingly positive, even though 
their signs were not predetermined by the statistical 
framework.

• They were sensitive to the distance and direction sep-
arating sources and monitors in plausible ways.

• The sensitivity of PM to emission sources increased 
up to a distance of 12.5 to 25 miles between source 
and monitor and thereafter declined, becoming statis-
tically insignifi cant and unstable at distances of about 
300 to 400 miles.

• The coeffi cients also tended to be higher for sources 
to the west of the monitor than for sources to the 
east.

• Originally estimated on monthly data for 193 moni-
tors over the period 1999–2005, our preferred model 
performed equally well for the same 193 monitors in 
2006 as well as for an additional 217 monitors not in 
the original monitor sample in 2006.

[2] Although we found substantial model uncertainty, 
our preferred specifi cation suggested that Title IV Phase 2 
had reduced PM2.5 concentrations by an average of 
1.07 µg/m3, with an SD of 0.11 µg/m3, compared with our 
counterfactual (defi ned as there having been no change in 
emission rates per unit of energy input [1 million BTUs]), 
over the time period. On a population-weighted basis, the 
comparable reduction in PM2.5 was 0.89 µg/m3.

[3] Compared with the air quality fate and transport 
modeling used by the EPA to estimate air quality improve-
ments associated with CAIR for 2010 and 2015 (when 
baseline PM2.5 concentrations were expected to be about 
one-third lower), our statistical model yielded results that 
were roughly comparable per ton of SO2 reduced and well 
within the estimated confi dence intervals of the model.

Based on this study, we believe there are a number of 
fruitful directions for future research. Specifi cally:

• Because several years have passed since 2005, the year 
of the most recent data used in our study, and because 
we have now developed the methods and computa-
tional infrastructure necessary to perform the analysis, 
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the framework we used here could be extended to 
newer emissions and air quality data to see if our 
results can be corroborated.

• Although our focus on the air quality impacts of pol-
lution reduction policies is certainly important, we 
believe it is even more important to estimate the mor-
tality reductions and other human health effects asso-
ciated with such policies.
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APPENDIX A. Coeffi cients and Standard Errors 
of Principal Models

Table A.1 shows the coeffi cients and standard errors of 
the four models described in the Model Results section 
of the report. The variable names in the left-hand column 

are defi ned as follows: temp is the mean monthly tem-
perature, in Kelvin, at each of the 193 monitor sites; 
tempdev is the deviation in temperature from the monthly 
mean; and the variables feb through dec are the dummy 
variables for month. The remaining rows of the table give 
the values for the emission coeffi cients, which are coded 
for radius (R) and direction (D). The numbers 12.5, 25, 50, 
100, 150, 200, 300, and 400 are the radius (in miles) of the 
outer boundary of each zone (the inner radius being of 
course the outer radius of the next-smaller zone). The num-
bers 1 through 8 indicate the directional octant, counting 
counterclockwise from the 12 o’clock position: the four 
zones in each ring to the west of the monitor are num-
bered 1 through 4; to the east, 5 through 8. See text for 
more information. Coeffi cients marked * or ** were signif-
icantly different from zero at the 5% and 1% confi dence 
levels, respectively.

Table A.1. Coeffi cients and Standard Errors of Principal Models

Variable 
Name

Model Specifi cations

Without Monthly Dummy Variables With Monthly Dummy Variables

Max. Zone = 400 Miles
Mean MSE = 9.37

Max. Zone = 300 Miles
Mean MSE = 9.3

Max. Zone = 400 Miles
Mean MSE = 9.46

Max. Zone = 300 Miles
Mean MSE = 9.54

Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error

temp   0.045** 0.005   0.050 0.004
tempdev   0.233** 0.021   0.169** 0.014

feb   0.608** 0.165   0.817** 0.112
mar �1.345** 0.164 �0.801** 0.112
apr �1.845** 0.175 �0.878** 0.117
may �1.311** 0.166 �1.292** 0.113

jun   0.349* 0.163   0.210 0.111
jul   2.810** 0.171   2.194** 0.115
aug   1.531** 0.178   0.631** 0.119
sep �0.011 0.161   0.448** 0.110

oct �1.060** 0.164 �1.601** 0.112
nov �1.954** 0.173 �1.768** 0.116
dec �1.096** 0.155 �0.932** 0.110

R12.5D1   0.217** 0.030   0.229** 0.031   0.185** 0.033   0.230** 0.029
R12.5D2   0.054 0.033   0.065* 0.033   0.032 0.035   0.066* 0.030
R12.5D3   0.098** 0.030   0.118** 0.030   0.069** 0.031   0.107** 0.029
R12.5D4   0.078** 0.028   0.091** 0.028   0.087** 0.028   0.083** 0.025

R12.5D5   0.085* 0.042   0.092* 0.043   0.054 0.046   0.118** 0.040
R12.5D6   0.135** 0.047   0.120* 0.048   0.078 0.052   0.102** 0.049
R12.5D7   0.013 0.055 �0.003 0.054 �0.082 0.058 �0.025 0.050
R12.5D8   0.272** 0.047   0.293** 0.048   0.241** 0.049   0.243** 0.040

(Table continues on next page)
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Table A.1 (Continued ). Coeffi cients and Standard Errors of Principal Models

Variable 
Name

Model Specifi cations

Without Monthly Dummy Variables With Monthly Dummy Variables

Max. Zone = 400 Miles
Mean MSE = 9.37

Max. Zone = 300 Miles
Mean MSE = 9.3

Max. Zone = 400 Miles
Mean MSE = 9.46

Max. Zone = 300 Miles
Mean MSE = 9.54

Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error

R25D1   0.124** 0.026   0.136** 0.026   0.094** 0.028   0.073** 0.025
R25D2   0.175** 0.029   0.189** 0.029   0.151** 0.031   0.203** 0.028
R25D3   0.324** 0.034   0.321** 0.034   0.349** 0.036   0.350** 0.031
R25D4   0.141** 0.039   0.147** 0.039   0.118** 0.041   0.166** 0.035

R25D5   0.178** 0.041   0.168** 0.041   0.119** 0.043   0.164** 0.038
R25D6   0.244** 0.029   0.255** 0.029   0.210** 0.032   0.221** 0.031
R25D7   0.184** 0.038   0.193** 0.038   0.164** 0.042   0.259** 0.036
R25D8   0.015 0.022   0.032** 0.022 �0.006 0.022   0.044* 0.019

R50D1   0.142** 0.023   0.161** 0.023   0.122** 0.024   0.152** 0.023
R50D2   0.064** 0.017   0.072** 0.017   0.036* 0.018   0.050** 0.017
R50D3   0.174** 0.019   0.190** 0.019   0.148** 0.020   0.169** 0.019
R50D4   0.094** 0.018   0.097** 0.018   0.069** 0.018   0.108** 0.016

R50D5   0.027 0.021   0.036 0.021 �0.014 0.022 �0.019 0.020
R50D6   0.116** 0.018   0.123** 0.018   0.080** 0.019   0.065** 0.017
R50D7   0.099** 0.024   0.106** 0.025   0.071** 0.026   0.061** 0.023
R50D8   0.073** 0.018   0.080** 0.018   0.066** 0.019   0.052** 0.017

R100D1   0.102** 0.014   0.110** 0.014   0.075** 0.015   0.069** 0.012
R100D2   0.074** 0.015   0.089** 0.015   0.045* 0.016   0.086** 0.014
R100D3   0.081** 0.013   0.088** 0.013   0.056** 0.013   0.094** 0.012
R100D4   0.121** 0.011   0.128** 0.011   0.099** 0.012   0.129** 0.010

R100D5   0.033** 0.012   0.045** 0.011   0.004 0.012 �0.022* 0.010
R100D6   0.099** 0.012   0.110** 0.012   0.074** 0.013   0.031** 0.012
R100D7   0.041* 0.017   0.055** 0.016   0.014 0.017 �0.049** 0.016
R100D8   0.005 0.015   0.011 0.015 �0.023 0.016 �0.042* 0.015

R150D1   0.083** 0.014   0.093** 0.014   0.057** 0.015   0.092** 0.012
R150D2   0.154** 0.014   0.164** 0.014   0.118** 0.014   0.166** 0.013
R150D3   0.098** 0.013   0.107** 0.013   0.075** 0.014   0.130** 0.013
R150D4   0.118** 0.010   0.126** 0.009   0.095** 0.010   0.138** 0.008

R150D5   0.073** 0.008   0.082** 0.008   0.046** 0.008   0.047** 0.007
R150D6   0.009 0.009   0.018* 0.008 �0.017 0.009 �0.038** 0.007
R150D7   0.084** 0.013   0.093** 0.013   0.054** 0.014   0.022 0.012
R150D8   0.061** 0.015   0.069** 0.015   0.034* 0.016   0.082** 0.014

R200D1   0.027 0.014   0.028* 0.014 �0.001 0.015   0.022 0.013
R200D2   0.020 0.011   0.018 0.011 �0.003 0.012   0.014 0.011
R200D3   0.073** 0.010   0.077 0.010   0.050** 0.011   0.100** 0.010
R200D4   0.099** 0.010   0.101** 0.010   0.076** 0.011   0.090** 0.009

R200D5   0.110** 0.012   0.110** 0.012   0.088** 0.013   0.139** 0.010
R200D6   0.048** 0.011   0.053** 0.011   0.015 0.012   0.001 0.010
R200D7   0.039** 0.010   0.043** 0.010   0.006 0.011 �0.002 0.009
R200D8   0.028** 0.011   0.036** 0.011 �0.007 0.012   0.018 0.011

(Table continues on next page)
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Table A.1 (Continued ). Coeffi cients and Standard Errors of Principal Models

Variable 
Name

Model Specifi cations

Without Monthly Dummy Variables With Monthly Dummy Variables

Max. Zone = 400 Miles
Mean MSE = 9.37

Max. Zone = 300 Miles
Mean MSE = 9.3

Max. Zone = 400 Miles
Mean MSE = 9.46

Max. Zone = 300 Miles
Mean MSE = 9.54

Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error Coeffi cient
Standard 

Error

R300D1   0.039** 0.007   0.039** 0.007   0.013 0.008   0.033** 0.007
R300D2   0.029** 0.008   0.028** 0.007   0.010 0.008   0.035** 0.007
R300D3   0.024** 0.007   0.022** 0.007   0.013 0.008   0.044** 0.007
R300D4   0.085** 0.009   0.089** 0.009   0.056** 0.009   0.063** 0.008

R300D5   0.050** 0.008   0.046** 0.008   0.024** 0.008   0.065** 0.006
R300D6   0.043** 0.007   0.041** 0.007   0.015 0.008   0.013* 0.006
R300D7   0.019** 0.007   0.022** 0.007   0.002 0.007 �0.014* 0.006
R300D8   0.055** 0.008   0.053** 0.007   0.022* 0.008   0.039** 0.007

R400D1   0.017** 0.006 �0.005 0.006
R400D2   0.027** 0.007   0.015 0.008
R400D3   0.007 0.006 �0.006 0.006
R400D4 �0.008 0.007 �0.029** 0.007

R400D5   0.027** 0.007   0.010 0.007
R400D6   0.020** 0.006   0.000 0.006
R400D7 �0.011 0.007 �0.022** 0.007
R400D8   0.016** 0.006 �0.007 0.006
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ABBREVIATIONS AND OTHER TERMS

 BTU British thermal unit

 CAIR Clean Air Interstate Rule

 CAM Clean Air Markets

 EPA Environmental Protection Agency

 FGLS feasible generalized least squares

 ML maximum likelihood

 MLE maximum likelihood estimation

 MSE mean squared error

 NAAQS National Ambient Air Quality Standards

 NEI National Emissions Inventory

 NO2 nitrogen dioxide

 NOx nitrogen oxides

 O3 ozone

 OLS ordinary least squares

 PM particulate matter

 PM2.5 particulate matter � 2.5 µg in aerodynamic 
diameter

 PM10 particulate matter � 10 µg in aerodynamic 
diameter

 RFA request for applications

 SIC Standard Industrial Classifi cation

 SO2 sulfur dioxide

 SRC source–receptor coeffi cient
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INTRODUCTION

PROGRAM BACKGROUND

Over the past two decades, scientifi c studies have 
found that long-term exposure to particulate matter (PM) � 
2.5 µm in aerodynamic diameter (PM2.5*) is associated 
with premature mortality and adverse health outcomes. In 
the 1990s, studies of large cohorts, such as the American 
Cancer Society Cancer Prevention Study II and Harvard 
Six Cities studies, reported associations between premature 
cardiopulmonary mortality and long-term PM2.5 exposure. 
An HEI-led reanalysis of the data from these two studies 
confi rmed the original fi ndings, and further analyses with 
additional years of follow-up have strengthened fi ndings 
that exposure to PM2.5 is associated with premature mor-
tality from cardiovascular disease (Health Effects Institute 
2000a). In a recent analysis of the Harvard Six Cities 
Cohort data, Lepeule and colleagues (2012) reported a 
14% increase in the risk of all-cause premature mortality 
and a 24% increase in the risk of premature cardiovascu-
lar mortality for each 10-µg/m3 increase in long-term 
PM2.5 exposure. In HEI Report 140, published in 2009, 
Krewski and colleagues used a random-effects model that 
controlled for personal and ecologic confounders and 
reported a 24% increase in the risk of premature mortality 
from ischemic heart disease associated with a 10-µg/m3 
increase in long-term PM2.5 exposure. 

As understanding of the adverse health effects asso-
ciated with exposure to PM2.5 has increased, ambient 
PM2.5 concentrations have increasingly been regulated in 

the United States and Europe. The monitoring and regu-
lation of PM2.5 by the U.S. Environmental Protection 
Agency (EPA), beginning with the 1997 revision of the 
National Ambient Air Quality Standards (NAAQS) for 
PM, has been credited with improving air quality nation-
wide, with considerably greater improvements in the 
most heavily exposed areas of the eastern United States 
(Krewski et al. 2009). However, it is still not entirely clear 
whether specifi c regulatory programs designed to reduce 
ambient PM2.5 concentrations are responsible for im-
provements in health, such as the increased life expec-
tancy associated with reductions in PM2.5 concentrations 
on a national scale that was reported by Pope and col-
leagues (2009). It is desirable to verify that air quality 
regulations have resulted in improved air quality, im-
proved health, and reduced mortality, but evidence for 
verifi cation  —  particularly in terms of health outcomes 
—  has not often been systematically and prospectively 
collected and has been very diffi cult to establish retro-
spectively. There has thus been a long-standing need for 
research to assess the performance of environmental regu-
latory policy, an effort that has been termed accountabil-
ity research or, more recently, health outcomes research 
(Health Effects Institute 2009).

HEI launched an initiative to improve the evidentiary 
and methodologic bases for assessing the health effects of 
regulations and other actions or situations resulting in 
improved air quality, beginning with its 2000–2005 Strate-
gic Plan (Health Effects Institute 2000b). In 2003, HEI pub-
lished a monograph setting out a conceptual framework to 
address health outcomes research needs, identifying the 
types of evidence required as well as the methods by 
which this evidence could be obtained (HEI Accountabil-
ity Working Group 2003). HEI funded nine studies through 
four Requests for Applications (RFAs) issued between 
2002 and 2004. Each of these RFAs solicited studies to 
measure the health impacts of actions taken to improve 
air quality (see the Preface to this report). The study led 
by Dr. Richard D. Morgenstern of Resources for the Fu-
ture was funded under RFA 04-4, Measuring the Health 
Impacts of Measures Taken To Improve Air Quality, which 
sought proposals for studies of the health effects of real-
world situations where there were either planned actions 
to improve air quality or other situations resulting in 
marked air quality improvements.

Dr. Richard D. Morgenstern’s 3-year study, “Accountability Assessment of 
Title IV of the Clean Air Act Amendments of 1990,” began in March 2006. 
Total expenditures were $785,599. The draft Investigators’ Report from 
Morgenstern and colleagues was received for review in April 2010. A 
revised report, received in January 2011, was accepted for publication in 
February 2011. During the review process, the HEI Health Review Commit-
tee and the investigators had the opportunity to exchange comments and to 
clarify issues in both the Investigators’ Report and the Review Committee’s 
Commentary. 

This document has not been reviewed by public or private party institu-
tions, including those that support the Health Effects Institute; therefore, it 
may not refl ect the views of these parties, and no endorsements by them 
should be inferred.

* A list of abbreviations and other terms appears at the end of the Investiga-
tors’ Report.
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In response to RFA 04-4, Morgenstern and colleagues 
initially proposed an analysis of the effects of reductions 
in pollutant emissions from power plants on PM2.5 con-
centrations in the eastern United States between 1999 and 
2005, using a statistical model linking emissions and air 
quality monitoring data, with an additional time-series 
analysis of daily all-cause, cardiovascular, and respiratory 
mortality in selected cities before and after implementa-
tion of the emissions reduction programs. Title IV of the 
Clean Air Act Amendments of 1990, intended to reduce 
acid rain, a then-growing issue, mandated major reduc-
tions in emissions of sulfur dioxide (SO2) and nitrogen 
oxides (NOx) from coal-fi red electric power plants. Reduc-
ing SO2 and NOx, which react in the atmosphere to form 
PM, reduces airborne concentrations of PM2.5 in turn. At 
the request of the HEI Research Committee, because of 
concerns about whether the health outcomes data were 
adequate to enable the investigators to detect changes in 
mortality patterns that could be attributed to the changes 
in air pollutant concentrations, Morgenstern revised his 
proposal to focus solely on modeling the effects of emis-
sions reductions on PM2.5 concentrations. 

REGULATORY BACKGROUND

In 1990 the U.S. Congress revised the Clean Air Act 
with new amendments designed to curb the growing 
problem of acid rain, among other air quality issues. This 
legislation also contained provisions for a national per-
mits program and an improved enforcement program as 
well as for encouraging the use of market-based principles, 
performance-based standards, emissions banking and trad-
ing, the use of low-sulfur coal and sulfur-scrubbing tech-
nologies, and energy waste reduction (U.S. EPA 1990). 

Title IV of the Clean Air Act of 1990, entitled “Acid 
Deposition Control,” called for a permanent 10-million-
ton reduction in SO2 emissions from 1980 levels, to be 
accomplished in two phases. The fi rst phase, commencing 
January 1, 1995, required 110 power plants with relatively 
high emissions to reduce their emissions to 2.5 lb SO2 per 
million British thermal units (BTUs) of their average fuel 
use in 1985–1987. The second phase, effective January 1, 
2000, required approximately 2000 power plants to reduce 
their emissions to 1.2 lb SO2 per million BTUs of their 
average fuel use in 1985–1987. Title IV also required 
installation of continuous monitoring equipment for SO2 
emissions in both phases to ensure compliance with the 
law and to track improvements, incentives for early adop-
tion of the standards and modernization of equipment, 
and penalties for noncompliance. Reductions in NOx emis-
sions were to be determined by way of EPA regulations no 
later than mid-1992 for certain boilers and 1997 for all 
remaining boilers (U.S. EPA 1990). In 2000, electric power 

generation was responsible for 63% of SO2 emissions and 
22% of NOx emissions in the United States. SO2 and NOx 
can react with other chemical species in the atmosphere 
to form PM, including PM2.5 (U.S. EPA 2002). Thus, the 
substantial reductions in SO2 and NOx required under 
Title IV of the Clean Air Act could also reasonably be 
expected to reduce concentrations of PM2.5, particularly 
in the eastern United States, where coal combustion was a 
major source of energy for electric power generation and a 
signifi cant contributor to PM2.5.

Beginning with the 1997 NAAQS for PM, the EPA set 
standards for PM2.5 concentrations. As part of implement-
ing this new rule, $128 million was appropriated for the 
construction of a monitoring network to measure ambient 
concentrations of PM2.5. Referred to in the report by Mor-
genstern and colleagues as the EPA’s Air Quality System 
monitoring network, this nationwide array of PM2.5 moni-
toring stations had grown to 1022 active sampling sites by 
the year 2000. The site locations were selected by the EPA 
and are generally in populous areas of the country where 
signifi cant 24-hour and annual exposures to PM2.5 were 
expected (U.S. EPA 1998). 

SCIENTIFIC BACKGROUND

When evaluating a regulatory action intended to im-
prove air quality, either prospectively or retrospectively, 
EPA scientists frequently employ a chemical transport 
model, such as the Community Multiscale Air Quality 
(CMAQ) modeling system. The CMAQ model or similar 
chemical transport models can be used either to estimate 
future concentrations of criteria pollutants based on ex-
pected implementation of a regulation that reduces emis-
sions or to estimate changes in ambient concentrations of 
pollutants based on known reductions in source emissions 
and known or projected meteorologic and atmospheric 
conditions. Chemical transport models simulate chemical 
and physical processes that are believed to play an impor-
tant role in pollutant formation, transformation, transport, 
and fate. The CMAQ model has been widely used by U.S. 
states for statewide NAAQS implementation plans, by 
the EPA to assess national programs, and by the National 
Weather Service to produce daily air quality forecasts (U.S. 
EPA 2012). 

One key limitation to the use of chemical transport 
models, including CMAQ estimates of the effects of regu-
latory actions, is that they are based on modeled estimates 
of pollutant concentrations and not on monitoring data. 
For the current study, Morgenstern and colleagues pro-
posed a model that was based both on data for NOx and 
SO2 emission sources and on PM2.5 concentration data 
from the Air Quality System monitoring network. This 
innovative approach was data-driven, in that it made use 
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of measured values of emissions and pollutant concentra-
tions and was inherently observational. The statistical 
models that the investigators developed to link changes in 
SO2 and NOx emissions to changes in ambient PM2.5 con-
centrations were broadly based on the source –receptor 
models that are widely used for source apportionment 
(i.e., analyzing source contributions to observed pollutant 
concentrations). More specifi cally, the investigators based 
their work on a “spatial econometric” approach, incorpo-
rating a statistical accounting of emissions in the manner 
of economic analysis, adapted for the current purposes of 
associating emissions and air pollution concentrations 
(Lin 2010). The investigators stated that this was an ap-
propriate approach to an accountability, or intervention, 
study because it retrospectively assessed the relationships 
between the implementation of a policy and the resulting 
measured changes in air quality. It therefore required 
fewer and less complicated assumptions about the nature 
and kinetics of complex chemical and atmospheric be-
havior than the CMAQ modeling system, because the air 
quality changes were measured directly. However, unlike 
the chemical transport model approach, the approach of 
Morgenstern and colleagues can only be applied in a retro-
spective fashion; without the use of simulated data, it 
cannot be applied prospectively to forecast concentration 
changes resulting from proposed regulatory efforts.

This Commentary is intended to aid the sponsors of HEI 
and the public by highlighting both the strengths and lim-
itations of the study and by placing the Investigators’ 
Report into scientifi c and regulatory perspective.

APPROACH

The investigators’ specifi c aims for the study were as 
follows:

1. To assess what portion, if any, of the observed reduc-
tions in ambient concentrations of PM2.5 that occurred 
in the United States in the years 1999–2005 could be 
credited to emissions reductions resulting from the 
implementation of Title IV Phase 2 of the 1990 Clean 
Air Act Amendments; and

2. To develop a statistical modeling approach to link 
observed changes in emissions of SO2 and NOx from 
power plants to changes in PM2.5 concentrations.

The overall intention of Morgenstern and his team was 
to assess the linkages among the regulations reducing 
emissions of SO2 and NOx, the implementation of the 
regulations, and the changes in air quality measured as 
ambient PM2.5  —  all steps in the “chain of accountability” 
described in the Preface to this report.

METHODS

DATASETS

The models for this study were built using three data-
sets. Two of these, the EPA’s Clean Air Markets (CAM) 
database and the National Emissions Inventory (NEI) data-
base, provided inventories of source emissions of SO2 and 
NOx. The third, modeled as receptor data, consisted of 
air quality data from 193 monitors in the EPA’s Air Qual-
ity System. 

CAM Database

The CAM database includes data on power plant emis-
sions obtained from emissions monitoring equipment 
installed to comply with the Clean Air Act Amendments. 
It includes sub-hourly readings from continuous emission 
monitors for all power plants participating in the EPA’s 
Acid Rain Program, the NOx budget trading program, and 
other industrial sources participating in the Acid Rain 
Program. Morgenstern and his team aggregated these read-
ings into a monthly emissions dataset.

NEI Database

The NEI database consists of annual county-level esti-
mates of mobile and area sources, with adjustments for 
changes in population and the local motor vehicle stock. 
Because the investigators modeled emissions and air qual-
ity levels on a monthly basis, they ultimately chose not to 
use these data directly and turned to an array of variables 
to model the same non–power plant emissions and trends. 
They did, however, use NEI data to cross-check informa-
tion from the CAM database as well as to keep track of 
new industrial sources that were opting in to the Acid 
Rain Program.

EPA’s Air Quality System

Data for ambient PM2.5 concentrations were obtained 
through the EPA’s Air Quality System. Although some ur-
ban monitors measured PM2.5 on a daily basis, most were 
operating one day in three during the study period. This 
dataset also included monitor location, date and time 
of sample measurement, and ambient temperature during 
sampling. As with the emissions data, observations were 
averaged on a monthly basis.

Data Handling 

For emissions, the CAM data were classifi ed by location 
and date and adjusted for any important NEI database 
variables (e.g., industrial emissions sources that opted in 
to the Acid Rain Program during the study period). These 
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emissions data were then compiled into a monthly emis-
sions dataset. The Air Quality System monitoring dataset 
was also sorted by date and location, and monthly average 
values were tabulated for months in which there was an 
acceptable minimum amount of data (at least two days of 
data for each of the 84 months of the study period). 

Based on the location of the Air Quality System moni-
tors, the investigators defi ned circular zones of radius 12.5, 
25, 50, 100, 150, 200, 300, 400, and 500 miles, according 
to the location information in the emissions inventory 
datasets. These zones were divided into wedge-like “sec-
tors” along the principal compass headings and were used 
to tabulate emissions within them. Monthly average PM2.5 
readings at the monitors, emissions in the zones surround-
ing the monitors, meteorologic variables from the Air 
Quality System database, and a large array of dummy vari-
ables and interaction variables to account for unmeasured 
emissions and factors infl uencing PM2.5 concentrations 
(such as non-power plant sources and seasonal varia-
tions) were combined in a statistical modeling framework 
relating emissions of SO2 and NOx to measured PM2.5, as 
described below.

MODEL BUILDING

Basic Model

The investigators used linear regression models to ex-
plore the statistical relationships between source emissions 
of SO2 and NOx, various specifi cations of dummy vari-
ables and interaction variables (referred to in the report as 
fi xed-effects variables), and the monitored concentrations 
of PM2.5. In these models, monthly average monitored 
concentrations of PM2.5 were the “outcome,” or “depen-
dent,” variable, modeled as a function of power plant 
emissions of SO2 and NOx in the circular zones and of the 
fi xed-effects variables. As described above, the fi xed-effects 
variables were intended to capture area source emissions 
and site-specifi c factors that can affect measured PM2.5 
but were not specifi cally identifi ed and measured for the 
study. The investigators also explored various models in 
which they altered the functional forms (e.g., log transfor-
mations) of the emissions variables, fi xed-effects variables, 
and interaction terms to account for possible nonlinear 
relationships in the model.

The investigators fi rst constructed a relatively simple 
model in which monthly average PM2.5 measured at the 
monitors was modeled as a function of monthly power 
plant source emissions in the circular zones, monitor-site 
temperature (measured as deviation from mean tempera-
ture for the study period), and fi xed-effects indicator vari-
ables for monitor site, year, and month. The investigators 

controlled for the varying number of monthly values avail-
able for the monitors included in the analysis by weight-
ing the data by the number of observations. Because 
emissions of SO2 and NOx were very highly correlated 
(average within-zone correlation of 0.88), there was some 
diffi culty in fi tting the linear regression model when both 
were included. Consequently, the investigators chose to 
model the PM2.5 concentrations as a function of SO2 
emissions alone, dropping the NOx emissions from sub-
sequent models. 

Model Completion and Selection 

Proceeding from this initial model, the investigators 
built more complex models that included interaction 
terms combining such factors as temperature and emis-
sions or site and year, exploring the effects of various sizes 
of zone rings around the monitors (e.g., only up to 200 or 
300 miles), weighting emissions in quadrants of the zone 
rings to account crudely for wind patterns, including 
fi xed-effects variables for season, and so forth. They also 
discussed and created adjustment schemes for violations 
of the assumptions of the linear regression model arising 
from the structure of their emissions and monitoring data, 
such as spatial autocorrelation (non-independence of ob-
servations at nearby monitors and facilities) and hetero-
skedasticity (differences in patterns of variance in obser-
vations across the range of values). Because the standard 
ordinary least squares model-fi tting methods used with 
linear regression models would not accommodate these 
corrections, the investigators tested both maximum likeli-
hood and feasible generalized least squares algorithms to 
fi t the models, selecting the latter as the most appropriate 
for their purposes.

The investigators computed the mean squared error 
(MSE) of the models  —  a measure of the net absolute dif-
ferences between the model-predicted PM2.5 concentra-
tions from the data and the actual PM2.5 concentrations 
from observations  —  as a measure of the fi t of the model. 
(The units for MSE statistics are the units of the measure of 
interest [in this case µg/m3] squared.) The team preferred 
models where the combination of predictive variables  — 
emissions, fi xed effects, and interaction terms  — resulted 
in the lowest MSE. 

In Table 11 of the Investigators’ Report, the authors pre-
sented their various model-fi tting results for models with 
three sizes of emission zones and 14 types of fi xed-effects 
variables (with statistical adjustments for the known vio-
lations of the linear regression assumptions). Changing the 
size of the emission zone did not seem to have a strong 
effect on the model fi t (as determined by MSE); the inclu-
sion of interaction terms representing interactions between 
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temperature and emissions resulted in more noticeable 
changes in the model fi t, particularly in the southern 
regions of the study area. This made some physical sense, 
because the progression of chemical reactions that pro-
duces PM2.5 from SO2 emissions is known to be related to 
temperature and humidity. 

Of the 42 models shown in Table 11 of the Investigators’ 
Report, the model that the team selected for further evalu-
ation contained the main SO2 emission variable, an inter-
action variable for temperature and emissions, circular 
emission zones up to 400 miles from the PM2.5 monitor, a 
set of dummy variables for the effect of calendar month, 
and the statistical adjustments for known violations of lin-
ear regression assumptions.

MODEL EVALUATION

In addition to the use of MSE as a measure of model fi t, 
Morgenstern and colleagues also made some external com-
parisons of the models built for the study. As an initial 
check, they rebuilt the model using data for the year 2006, 
which was not included in the data used to build their 
preferred model. They compared results for the 609 PM2.5 
monitors that met the data quality requirements described 
above, as well as for two subsets of these monitors (i.e., 
164 monitors that were also in the 1999–2005 dataset and 
the remaining 445 monitors). The results, presented in 
Table 13 of the Investigators’ Report, showed substantially 
lower MSE values (29% reduction in MSE for the moni-
tors in the original dataset; 24.5% for the others) for both 
subsets of the 2006 dataset than those for the 1999–2005 
dataset. This indicates that the investigators’ source–
receptor model more precisely predicted the monthly val-
ues of PM2.5 measured at the monitors, given the emis-
sions data and fi xed-effects variables, for the 2006 data 
than for the 1999–2005 data.

As a further test, the team compared the performance of 
the source– receptor model with the results of the EPA’s 
Regulatory Impact Analysis for the Clean Air Interstate 
Rule (CAIR), which used the CMAQ model to predict 
changes in ambient PM2.5. Using this model, the EPA pre-
dicted that the expected reductions in SO2 from CAIR 
would result in reductions in PM2.5 averaged across the 
eastern United States of 0.73 µg/m3 by 2010 and 0.89 µg/m3 
by 2015. On a population-weighted basis, this translated 
to a reduction of 0.266 µg/m3 per ton of SO2 by 2010 and 
0.290 µg/m3 per ton of SO2 by 2015. Using their preferred 
model, Morgenstern and his team estimated that reductions 
in PM2.5 under Title IV of the Clean Air Act were equiva-
lent to a reduction of 0.380 µg/m3 per ton of SO2 by 2005. 
Although these estimates are diffi cult to compare directly 
because of their different models of origin, regulatory 

environments, datasets, and time periods, the predictions 
were not extremely different. 

COUNTERFACTUAL ANALYSIS

In order to evaluate the impact of the emissions reduc-
tions that occurred under Title IV of the Clean Air Act, the 
investigators also evaluated a counterfactual scenario to 
simulate a situation in which no mandated reductions in 
SO2 had occurred over the time period of the study. This 
evaluation assumed that electric power plants covered 
under the Acid Rain Program continued to emit SO2 at the 
same rate per million BTUs that they did prior to the 
implementation of the regulations and that electric power 
consumption would have been the same as the actual con-
sumption for the time period. They then ran the same pre-
ferred model, built from the source–receptor analysis of 
actual 1999–2000 SO2 emissions and ambient PM2.5 data, 
with the counterfactual SO2 emissions data and compared 
the counterfactual results with the actual measurements.

KEY FINDINGS

Morgenstern and colleagues succeeded in fi tting a source–
receptor model using the available SO2 emissions compli-
ance data and the Air Quality System PM2.5 monitoring data 
for 1999–2005. Their preferred model, which included 
a temperature–emissions interaction term and monthly 
dummy variables, predicted monthly average PM2.5 con-
centrations at the Air Quality System monitoring locations 
with reasonable precision (MSE = 9.37 for emission zones 
within a 400-mile radius, indicating a mean prediction 
error at a “typical” monitor of √9.37 = ±3.06 µg/m3).

The preferred model performed even more favorably 
with the data from 2006, which included 445 more moni-
toring stations than the 164 in the 1999–2005 group. When 
applied to 2006 data from the 164 monitors, the model 
produced more precise predictions (MSE = 7.85 for 2006 
versus 9.37 for the 1999–2005 data). When the model was 
applied to 2006 data for the remaining 445 monitors that 
did not provide data for the original model-building exer-
cise, precision improved even further (MSE = 7.19).

Because a primary goal of the study was to estimate the 
impact of the EPA’s regulatory efforts under Title IV of the 
Clean Air Act, Morgenstern and colleagues constructed a 
counterfactual scenario in which there was no additional 
regulation of SO2 and NOx emissions from power plants, 
power consumption followed the same patterns that it did 
in reality, and the amount of SO2 released per million 
BTUs for each power plant remained at pre-regulatory lev-
els. Comparing the counterfactual scenario with the actual 
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regulatory scenario, the investigators calculated that Title 
IV of the Clean Air Act resulted in an estimated reduction 
in ambient PM2.5 concentrations (averaged across the east-
ern United States) of 1.07 µg/m3 between 1999 and 2005 
(or 0.89 µg/m3 on a population-weighted basis).

HEI REVIEW COMMITTEE EVALUATION 
OF THE REPORT 

The HEI Health Review Committee independently re-
viewed the report by Morgenstern and colleagues and 
found it to be a thoughtful and detailed effort to apply 
data-driven models to answering the diffi cult question of 
whether a specifi c intervention resulted in reduced levels 
of ambient air pollution. The Committee’s review focused 
on several technical areas of the project that were impor-
tant to assessing the validity and utility of the effort, in-
cluding the data used to build the models, the methods 
and statistical aspects of the model building, and an evalua-
tion of the selected models. The Committee also assessed 
the investigators’ modeling work and fi ndings for their 
scientifi c impact on the air quality modeling fi eld and 
impact with respect to the objectives of HEI’s Accountabil-
ity Program, under which this project was funded. Spe-
cifi c issues raised during the Committee’s critical review 
are detailed below.

DATA ISSUES

The Committee found the brief description of the data-
sets and their construction, with accompanying summary 
statistics, in the Investigators’ Report to be helpful for 
understanding the emissions characteristics and receptor 
data. However, it noted that the investigators performed 
both adjustments and imputations to these datasets in 
order to “balance” (i.e., fi ll holes and gaps in) the data. For 
example, data were imputed for 25 of the 193 monitor 
sites in the main dataset for an unknown number of obser-
vations. The Committee felt that the report lacked a step-
wise description of how each addition or change in the 
datasets, such as modifying the emissions data from the 
CAM units with information from the NEI database, might 
have affected the modeling results. This expansion of the 
base dataset without systematic evaluation of the conse-
quences might have affected the study’s results and scien-
tifi c conclusions and thus reduces their interpretability.

STUDY DESIGN ISSUES

The Committee outlined a number of issues relating 
to the methods used by the investigators in their model-
ing efforts. Although the investigators intended to use 

“relatively transparent statistical methods,” their descrip-
tions of data handling, statistical approach, and modeling 
were in many places diffi cult to follow. The Committee 
found that the statistical tools used in the report were 
sound for assessing associations but that the complicated 
implementation made it diffi cult to infer causation. Even 
though the investigators said they intended to develop a 
new method to assess the impact of changes in emissions 
on ambient concentrations using a statistical approach, 
the Committee felt that the investigators could have done 
more to explain the choices they made and the potential 
impacts of those choices on the resulting models. The Com-
mittee’s more extensive concerns with specifi c aspects of 
the investigators’ methods are discussed in this section.

Excess Model Parameters

Statistical modeling values parsimony  —  the use of a 
minimal number of explanatory variables  —  for a variety 
of technical reasons. Each additional variable added to a 
model, although potentially useful to control confounding 
or improve prediction, can also introduce interaction prob-
lems with other variables (such as correlations) that can 
destabilize the model. Each additional variable, if it is not 
necessary to improve model fi t or control confounding, 
can also reduce the ability of the model to predict the out-
come variable properly should the model be applied to a 
new dataset. Ideally, variables should not be added in large 
numbers based on a priori assumptions without some 
evaluation of how each variable performs in the model.

The inclusion of a large number of variables in a model 
is particularly problematic when the number is high com-
pared with the number of observations in the dataset. In 
the current study, some models attempted to estimate more 
than 1300 parameters for approximately 16,000 observa-
tions. The investigators’ attempts to control for unmeasured 
confounding by including large numbers of variables and 
interaction terms thus came at a cost to the interpretabil-
ity and generalizability of the model  —  problems to be 
avoided when developing a model for wider applications. 
Although Morgenstern has indicated to the Committee 
that the inclusion of a large number of variables to repre-
sent unknown factors out of concern for omitted-variable 
bias is a standard practice in the type of econometric 
approach that he and his team applied here, the Commit-
tee’s concerns about the statistical consequences remain.

The Committee noted that even with the large number 
of parameters, the results from the models exhibited resid-
ual spatial dependence, indicating the need for a more 
carefully designed and tested scheme for selecting the 
parameters used to build the model. Although the investi-
gators attempted to adjust for this spatial dependence by 
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incorporating models for spatial and temporal dependence, 
it was not clear to the Committee how the dependencies 
were accounted for in the model assessments.

Model Evaluation

A primary goal of this study was to create a model of air 
quality changes subsequent to the implementation of reg-
ulations to reduce emissions that could be adapted to 
data-driven air quality modeling in similar situations. The 
Committee was thus concerned about the extent of model 
evaluation efforts and the types of evaluations performed 
by Morgenstern and colleagues.

The investigators did not perform a “leave one out” 
evaluation of their models, a common method of model 
evaluation where observations are omitted one by one in 
turn, estimated using the remaining data in the model, 
and then compared with the estimates to assess the pre-
dictive value of the model. The Committee also noted that 
the fi ndings of the study would have been strengthened by 
a more detailed evaluation of the new models using out-
of-sample predictions. It was unclear how the investiga-
tors applied their 1999–2005 models to 2006 data for the 
out-of-sample predictions they reported, given that their 
models had multiple fi xed-effects terms for year and site 
that would preclude a direct application to data from other 
years and sites. Although the Committee found it helpful 
that the investigators did provide additional information 
in their report to clarify their comparisons between the 
1999–2005 and 2006 models, it would have been useful 
had the investigators been able to evaluate their data-
driven models side by side with the CMAQ models for the 
same years and areas and to directly compare the results 
and evaluation statistics. During its review of the report, 
the Committee commented that the investigators should 
concentrate on what their approach provides that the 
CMAQ model does not. The Committee noted that a key 
advantage of the approach presented in the report is that it 
provides a receptor-oriented response to emission changes, 
which the CMAQ model does not currently do for most 
PM species, and that this receptor approach is based on 
actual pollution measurements. Although one might argue 
that having a statistically based, data-driven approach is 
advantageous because it can be applied in areas where a 
CMAQ model simulation is more challenging (e.g., in less-
developed parts of the world), this statistical approach is 
very data-intensive and hence would suffer challenges of a 
magnitude similar to those of chemical transport models.

RESULTS

The Committee’s principal concerns with the results of 
the study centered on their interpretability, given the issues 

noted above with the building of the models and their eval-
uation. The inclusion of a high number of parameters com-
pared with the number of observations and the calculation 
of error based on another model (the CMAQ model) led 
the Committee to express uncertainty about the estimates 
resulting from the model. Although omitted-variable bias 
might be a problem, the number of observations compared 
with the number of variables is still mathematically prob-
lematic and reduces confi dence in the model results.

Although the Committee noted that the investigators 
made some observations about their results with regard to 
their predictions of pollutant concentrations that are con-
sistent with the real-world behavior of pollutants, their 
assessments were somewhat speculative. For example, the 
investigators noted the spatial patterns of predicted con-
centrations of pollutants as compared with the distance 
from the sources and magnitude of emissions as an indica-
tion that their models were performing in an expected 
manner, but they did not cite the available air quality 
monitoring literature on fi eld measurements surrounding 
coal-burning power plants.

Certainty of Results

The Committee noted that one key fi nding of the study 
was that reduced emissions from power plants as a result 
of the implementation of regulations to curb acid rain 
were also associated with lower PM in areas immediately 
surrounding the power plants (out to a 400-mile radius). 
The Committee, however, remains concerned about the 
interpretability of the investigators’ numerical estimates 
from these models. During the review process, the Com-
mittee pointed out that inference depends on understand-
ing the roles of the terms in the models, which is diffi cult 
when the models rely on a large number of dummy vari-
ables. The Committee believed that it would have been 
useful to understand how the estimates differed according 
to various factors (e.g., season and calendar year) and what 
additional insights this information might yield about the 
effects of emissions reductions on estimated PM concen-
trations in the area. Similarly, the Committee thought that 
the discussion of model uncertainty was of far greater 
importance than the discussion of parameter uncertainty, 
because the study was attempting to develop a new model 
for wider application.

Finally, the Committee was concerned that possible re-
sidual confounding remained in either or both of the esti-
mates detailed in the report. Despite the large  —  perhaps 
excessive  —  number of variables included in each model, 
the Committee did not see that there was suffi cient evalu-
ation of the issues of potential confounding in the analy-
ses as presented.
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CONCLUSIONS

Overall, the HEI Review Committee found that the pri-
mary strength of the study was that it was data-driven and 
observational, rather than simply using complex modeling 
techniques to assess the impact of a regulatory interven-
tion. Model development was focused on building models 
of air quality that refl ected pollutant concentrations at a 
distance from an emitting facility and that were based on 
measured industrial outputs and measured concentrations 
of pollutants. The investigators’ approach was derived 
from a statistical approach that was somewhat outside the 
usual disciplines encountered in air pollution research, 
bringing a different perspective to the work. The estimates 
obtained through these models seemed to be within rea-
son in terms of their magnitude and level of predictive 
error, and the Committee believed that the authors were 
appropriately careful about the inferences they drew from 
their work and reasonably cautious about their fi ndings. It 
also found that Morgenstern and his team made a good-
faith effort to address the general scientifi c questions about 
accountability (i.e., the effects of regulations on air qual-
ity) that they originally intended to address.

The Committee expressed a number of concerns about 
the development of the models and their potential appli-
cation to datasets other than those used to build them. It 
found that the modeling process, as described, was diffi -
cult to follow and that it was somewhat diffi cult to under-
stand the investigators’ model evaluation efforts and to 
interpret the numerical results of the models. Because the 
forms of the fi nal models were driven by the nature of the 
data, the Committee noted that there was an implicit spec-
ifi city of the method to the investigators’ scenario and 
types of data, something the authors acknowledged was an 
important limitation of their work. Although the Commit-
tee felt there was some value to the investigators’ overall 
approach, the concerns noted in this commentary made it 
diffi cult for the Committee to fully assess its potential appli-
cation to air quality management or impact assessment.

Despite these limitations, it was the Committee’s judg-
ment that the investigators’ work contributed to the dis-
cussion of what portions of PM reductions can be attrib-
uted to an emissions reduction program, with an approach 
that might be a useful alternative to atmospheric models 
in some applications. The Committee also noted that a 
model that estimates ambient air quality changes second-
ary to emissions changes might also be applied to estimat-
ing changes in criteria pollutants secondary to regulations 
aimed at reducing industrial emissions or even green-
house gas emissions. The model might also be used to 
estimate the impacts of changing fuel sources at individ-
ual facilities (e.g., a coal-fi red plant converting to natural 

gas) on concentrations of criteria pollutants in the area. 
Furthermore, this research and these models might be able 
to provide useful information to some organizations that 
want a quick estimate of how much specifi c emitting facil-
ities affect specifi c pollutant monitors or even communi-
ties, although atmospheric pollution dispersion models 
such as CALPUFF might be more readily applied than the 
approach developed here.
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