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Appendix D: Derivation of power expression for exposure misclassification analysis. 

 

Following Vaeth and Skovlund (Vaeth and Skovlund 2004), the asymptotic variance estimator for the 

health effect of exposure in a simple logistic regression is  

 

 

  

where X is the exposure, is the estimated health effect for exposure X, , 

and  is the probability of the event for the th observation.  Assuming that the true health effect (β
X
) is small, 

in which case  is nearly constant and , then we have , where  

is the sample variance of the exposure.  

Next we consider surrogate exposure values using W to estimate the health effect in the absence of X, 

where W would be the predictions from an exposure model.  For this regression calibration-type setting, the 

approximate measurement error relationship between X and W is , where the Berkson-style 

measurement error, , is heteroscedastic and correlated.  The heteroscedasticity and correlation are often not 

extreme, so we can approximately decompose the variance as , where is the sample variance of 

W and  is the residual variance from the regression.  If we were to use  directly in place of  to estimate 

β
X
  using (the estimated health effect for surrogate W), and use the asymptotic variance estimator with no 

adjustment for measurement error, a rough estimate of  is .  Using the standard 

variance estimator for  when regressing on the surrogate ignores overdispersion induced by use of the 

surrogate and underestimates the variance, but when  is not too large, this inflation is relatively minor.   

The  from the regression model is , so we can approximate the ratio of 

the variance under the surrogate to that under the true exposure using the simple rule-of-thumb,  



  

A reviewer pointed out that this same relationship can be derived as the asymptotic relative efficiency of the two 

estimators (Lagakos 1988).  

This gives us a simple quantification of the inflation in uncertainty from using the surrogate.  For 

example, for an , we would expect the variance to be inflated by a factor of five.  In making 

calculations based on real data, we suggest an estimate of R2 based on cross-validation to avoid bias from 

overfitting in estimating predictive power. 

Based on this, we can derive an approximate relationship between the power using the true exposure,

, and that using the surrogate, , solely as a function of the  from the exposure model.  Under the 

asymptotic normality of the maximum likelihood estimator, , the power to detect a 

significant positive association using a one-sided test based on the true exposure is  

 

where  is the standard error,  is the cumulative normal distribution 

function, and c is the appropriate critical value under a normal distribution.  Next substitute 

 and use simple algebra to express 

.  Plugging this expression into the expression for the power to 

detect a significant positive association using a one-sided test based on the surrogate, we get  

 

In practice, the p-values reported in standard software are based on two-sided tests, but one would only 

consider significance when the exposure effect is in the expected direction, so in Equation (15) and Figure 13 in 

the main body of the report, we report the surrogate power with c=1.96.  This approximate relationship indicates 

that the power based on  increases as a function of the power under the true exposure, as one would expect, 

but in a nonlinear fashion, with low power for small  values.  


